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1 Introduction 
 
Previous deliverables in WP3 and WP4 have investigated some of the networking and 
middleware issues that were deemed most relevant to the remote instrumentation field. In 
particular, three main areas of interest have emerged, within which efforts must be 
concentrated to foster the future full-scale integration of laboratory instrumentation in 
Grid applications for e-Science: 

 
·  User interfaces and data representation 
·  Service Oriented Architectures and middleware functionalities 
·  Networking platforms, both in the core and in the access 

 
Knowing the state-of-the-art and the short- to medium-term evolution and trends in these 
areas, as well as requirements and needs of user categories in different application fields, 
the question now arises as in which directions and to which extent should further 
development (in terms of additional research, integration and input to standardization) be 
addressed, and efforts should be concentrated, to the benefit of making access to 
instrumentation and virtual laboratories a common practice. 
 
Another point that has become apparent during the development of the RINGrid project is 
the tight correlation among the above-mentioned main areas. Therefore, an aspect that 
will be taken into further consideration in the present document regards possible cross-
layer interactions among them. Though the good practice of separation between different 
layers in a multilayer functional architecture must be maintained, the exchange of 
information for control purposes may be beneficial, in an environment characterized by 
dynamically varying resources and operating conditions, accessed and shared by users 
with potentially widely different requirements and capabilities. 
 
In these respects, a number of issues remain to be addressed in D4.2. 
 

·  Which technologies described in D3.2 and D4.1 should be most efficiently used to 
build remote instrumentation oriented services? How state-of-the-art building 
blocks regarding architectures, systems, and middleware can be integrated to fill 
up (entirely or partially) the gaps described at the end of D4.1? Based on the work 
conducted so far, possible topics of interest are: 
 

o Interactive grid computing services for online analysis 
o Approaches to the virtualization of remote instruments 
o Digital Library and Data Grid middleware (D3.2) applied to build Virtual 

Observatories for online and off-line instrumentation (D3.2 and D4.1) 
o Federated access control of infrastructure 
o Federated accounting of infrastructure resource usage 
o Collaborative environments (digital libraries, ontologies, portal building 

tools) 
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o Workflow support, both for end users and for establishing machine-to-
machine cooperation.  

 
·  Using the survey results of WP2 on large instruments and their user communities 

around the world, what would be the connectivity capacity enhancements required 
to provide adequate access from the instruments to their users? 
 

o What would be the aggregated capacity at the instrument location? 
o How can communication be channelled to all potential users in Latin 

America and Europe, given that lack of adequate connectivity is still a 
highly relevant issue in Latin America? How to support and provide last 
mile connections to institutions? 
 

·  Network Resource reservation and QoS: 
 

o How network resource reservation middleware, controlled lightpaths and 
QoS provision mechanisms can be applied in support of remote 
instrumentation scenarios?  

o How institutions with no access to QoS enabled or resource-reservation-
capable networks can participate and access remote instrumentation 
services? 

o Access policies – what are the recommendations or considerations from 
RINGrid concerning access policies of remote instruments, datasets, 
virtual observatories – taking into account the high level of heterogeneity 
within distributed infrastructure and user communities (e.g., open access 
versus pay-to-use)? 

 
·  Remote sample control – how can samples be interactively positioned or moved 

by remote users at instruments? 
 
We will attempt to provide bases to answer some of the above questions in the following, 
without being exhaustive, but rather trying to point out possible directions for further 
investigation and which of the existing solutions can be more adequate. The goal is to 
provide the ground for the conceptual design of a reference model and the sketch of a 
reference architecture, to be addressed in our final recommendations and in the proof-of-
concept work of WP6. 
 
The document is organized as follows. A summary of the main requirements and the 
identification of points where possible gaps could be identified in the service and network 
layers and in their cross-layer interaction is given in Section 2. Still in this section, the 
current status and trend of the networking infrastructure in Europe and Latin America is 
briefly examined, as it constitutes the basic platform over which enhancements can be 
made and services can be constructed. 
 
Then, each subsequent section addresses a group of topics among the ones that deserve 
investigation. Section 3 is dedicated to the issue of QoS and to the possible mechanisms 
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to enhance cooperation between the service and network layers in dynamic resource 
reservation. This is important in all remote instrumentation applications that require real-
time or quasi-real-time data transfer and user interaction. The support of time 
synchronization, a topic that is very important for the metrological aspects of the 
experiments, is touched upon in Section 4. The main part of this section covers possible 
enhancements to the support of user interaction, in terms of increased use of collaborative 
tools, remote sample control, high-level workflow descriptions, and user-friendly 
interfaces. The importance of the introduction of remote instrumentation into distance 
learning practice through the cooperation with distance learning standardization, 
examined in D4.1, is also pointed out. Section 5 deals with different currently available 
approaches to instruments’ virtualization, contrasting the IE concept of GRIDCC and the 
CIMA architecture. The directions in storage are covered in Section 5, with reference to 
digital libraries. Finally, Section 7 touches aspects related with the access network, which 
may become a bottleneck, hindering the capabilities of some users with respect to others, 
and further increasing the digital divide. User mobility support is also taken into account, 
and the role of IPv6 is discussed, also in relation to the possible changes required in grid 
middleware with its introduction. 
 



 
RINGrid – D.4.2  

 

D4-2_Final_new.doc PUBLIC Page 12 / 116 

 

2 Summary of Requirements and Background Network 
Infrastructure 

Previous deliverables produced by WP3 and WP4 – D3.2, D3.3 and D4.1, in particular – 
have presented and discussed usage scenarios and user expectations, concerning the 
introduction of remote instrumentation services to some selected application areas, 
including measurement, control and automation (MC&A), large-scale physics and 
astronomy, sensor networks, nuclear magnetic resonance (NMR) spectroscopy, and 
engineering (telecommunications and networking). The analysis of the needs of those 
applications lead to common and specific requirements that need to be satisfied by the 
middleware and network layers in order to guarantee effective use of remote 
instrumentation. Although some of these needs can be satisfied by current technologies, 
some gaps between the available grid solutions and technologies and the ones that could 
meet relevant users’ expectations have been identified in D4.1. These gaps usually 
involve networking and middleware tools, which are not yet fully explored in current grid 
developments. The purpose of this section is to identify the services and technologies that 
can most significantly contribute to satisfying the fundamental requirements of a remote 
instrumentation infrastructure, and the layers involved – services/middleware and 
networking. As discussed in D4.1, adequate interaction mechanisms between those layers 
are also essential to fulfill some of those requirements; therefore, cross-layer interaction 
mechanisms, when needed, are also pointed out. Table 1 summarizes the requirements so 
identified. 

Requirement 
Service 
Layer 

Network 
Layer 

Cross-
Layer 

Access Network Capacity  X X 
Network Resource Reservation and QoS Mechanisms  X X 
Grid QoS Mechanisms X  X 
Advanced Data Management Infrastructure X   
Time Synchronization  X  
User-friendly interfaces and Workflow support X   
Access Policies X X X 
Digital Libraries X   
Interactivity support X X X 
Ipv6 support  X  
Mobility support in access networks   X  

Table 1 Summary of requirements  

A fundamental requirement raised in the survey of user expectations is the provision of 
high-quality network connections to the instrument sites. Available bandwidth and 
adequate latency and jitter levels are indispensable in most of the usage scenarios. 
Reliability is also a key aspect in remote instrumentation. Therefore, besides the 
provision of adequate capacities in access and core networks, network resources’ 
reservation services and QoS mechanisms are of great importance in a remote 
instrumentation infrastructure. Furthermore, two relevant issues concerning this 
requirement must be addressed: 
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·  Based on the survey results of WP2, regarding large instruments and their 
collaborating user communities around the world, what are the necessary capacity 
enhancements to provide adequate access to the instruments from their users? 
How can communication be channelled to all potential users in Latin America and 
Europe, when lack of adequate connectivity is still a reality, particularly in Latin 
America? How to support and provide last mile connections to collaborating 
institutions? 

·  How institutions with no access to QoS-enabled or resource-reservation-capable 
networks can participate and access remote instrumentation services? 

 
The need for the support of interactivity has been recognized in several usage scenarios. 
Interactivity involves a broad range of different types of services and facilities, ideally 
integrated, including access to remote instrumentation GUIs, videoconferencing services, 
and visualization tools for both online and offline analysis. Interactive grid computing 
services supporting online comparative analysis between the results of previous 
experiments and current experimental data have also been pointed out as a valuable 
resource for remote instrumentation.  
 
An important issue that needs to be explored in the context of remote instrumentation 
concerns the definition and enforcement of access policies. What are the 
recommendations or considerations that can be produced by RINGrid, regarding access to 
remote instruments, datasets and virtual observatories, taking into account the high level 
of heterogeneity within distributed infrastructures and user communities? Which 
scenarios would permit open access to remote instrumentation services, and which would 
require those services to be paid for?   
 
Advanced Data Management Services and Digital Libraries are also important areas for 
further investigation in the context of remote instrumentation, especially as building 
blocks for a Virtual Observatory infrastructure. It is important to note that the main 
objective of the Virtual Observatory paradigm – to be a comprehensive astronomical 
research environment, providing services and tools to effectively store, access, process, 
and analyse massive data sets – can be clearly applied to other domains. 
 
A topic that clearly deserves to be further explored is the provision of user-friendly 
interfaces to remote instrumentation services, including workflow definition support. 
User-friendly interfaces were a common expectation in most of the surveyed user 
communities. 
 
As discussed in D4.1, current Grid systems show limitations in cooperating with wireless 
access networks, which typically exhibit poor performance and dynamically changing 
characteristics.  However, the introduction of mobility into remote instrumentation, both 
on the user side and on the instrument side, can provide significant benefits in scenarios 
where wired solutions would not be feasible. Introducing mobility to remote 
instrumentation requires the provision of mechanisms that permit grid infrastructures to 
accommodate the behaviour and characteristics of wireless access. 
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Additional topics to be addressed and further investigated include: 
 

·  Virtualization of remote instruments 
·  Federated access control of infrastructure 
·  Federated accounting of infrastructure resource usage 
·  Collaborative environments (digital libraries, ontologies, portal building tools) 
·  Remote sample control – how can samples be interactively positioned or moved 

by remote users? 
 

2.1 Background networking infrastructure scenarios  
 
The underlying network infrastructure is the basic common ground, on top of which 
service paradigms can be constructed and operated. The current networking capabilities, 
based on the technologies that have been previously examined, may exhibit diverse 
situations in different countries (e.g., Europe and Latin America), as well as specific 
transport capacities in the core and access part. In order to assess the capabilities and 
current trends in networking, we briefly examine the situation in both Europe and Latin 
America. Within the latter, Brazil presents an interesting approach to providing high-
speed access to research laboratories, which will be discussed in Section 7, dedicated to 
access and core network support. 
 

2.1.1 The evolution of the European NRENs  

GÉANT2 [1] is the most advanced network infrastructure currently available in Europe. 
It connects 34 countries through 30 national research and education networks (NRENs), 
using multiple 10 Gbps wavelengths. GÉANT2 is the seventh generation of pan-
European research and education network, successor to the pan-European multi-gigabit 
research network GÉANT. The project within which the network is funded began 
officially on 1 September 2004, and will run for four years. As a snapshot of the 
GÉANT2 backbone has already been given in previous RINGRID deliverables, this 
section will be focused on the situation of the NRENs (National Research and Education 
Networks) in Europe, because most of the instrumentation may be accessed through 
network connections guaranteed by NRENs.  

The information and the data contained in this section have been extracted from the 
“Compendium of National Research and Education Networks in Europe” [2], an 
authoritative source of reference yearly published by TERENA (Trans-European 
Research and Education Networking Association) [3]. Due to the heterogeneity of the 
technologies currently used, the survey does not provide any indications about the 
specific technological solutions employed in the access networks. 

As far as the European partners involved in the RINGRID project, Table 2 reports their 
NRENs. 
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Country NRENs 

Austria  ACOnet 
Bulgaria IST Foundation 
Greece GRNET 
Italy GARR 
Poland PIONIER 
Romania RoEduNet 
United Kingdom Ukerna 

Table 2 NRENs for the RINGRID countries 
 

The organisational set-up of universities and other research and educational institutions 
can be very different from country to country. For example, in some countries research 
institutes are part of universities, whereas in other countries they are not. Some countries 
have relatively few, but large, universities, others have many, but smaller ones. 
Moreover, some universities have a single link to the NREN; in other cases, separate 
faculties or schools that belong to the same University, but are geographically at different 
locations, have their own connections. 

Figures 1 and 2 show the evolution from 2003 to 2006, as regards the number and 
bandwidth of network connections to Universities for EU/EFTA (European Free Trade 
Association) countries and other countries, respectively. 

 
Figure 1 University bandwidth, EU/EFTA Countries 
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Figure 2 University bandwidth, other Countries 

 

As one can see from these two figures, the number of connections with a capacity equal 
to or greater than 1 Gbps is progressively increasing both in EU/EFTA and other 
countries. Therefore, high-speed connections are also available for remote 
instrumentation services in all the countries involved in the RINGRID project. However, 
high-speed connections may not be dedicated for the exploitation of remote 
instrumentation services. In this vein, the capability of guaranteeing a proper degree of 
QoS will be a key function also when in presence of such multi-gigabit infrastructures.  

Figures 3-5 provide some information about the change in core usable backbone capacity 
of NRENs, that is the typical core capacity of the linked nodes in the core. Many NRENs 
employ links with different capacities on their backbone. 

The table reported in figure 5 shows that in 2001 five of the seventeen in the EU-
15/EFTA countries already had a core capacity of 2.5 Gbps, which was the maximum 
available capacity at that time. In 2006, all but three of the EU/EFTA NRENs have a 
capacity of at least 1 Gbps and eleven of them operate at a capacity of 10 Gbps. 

From the data of the nineteen other NRENs, in 2006 seven of these operated at a capacity 
of 1 Gbps and one had a capacity of 2.5 Gbps. 
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Figure 3 Core Capacities on the Networks, 2003-2006, EU and EFTA countries 
 

 
Figure 4 Core Capacities on the Networks, 2003-2006, other countries 
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Figure 5 Core Capacity in the Network 

 

As regards external links (figure 6), the link to GEANT is by far the most important in 
terms of capacity for the majority of the NRENs that are part of the GN2 project. In many 
cases, NRENs also have peering connections at neutral Internet exchanges and to 
commercial ISPs, but these generally do not have the same capacity of those to GEANT. 

 

 
Figure 6 Division of External Connectivity over the Categories (January 2006) 
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Some NRENs (e.g., SURFnet, CESNET, SANET and SWITCH) have dark fibre links to 
other research bodies. In some cases these links belong to the emerging Global Lambda 
Integrated Facility (http://www.glif.is), a world scale lambda-based laboratory for the 
development of software in LambdaGrids. 

On the other hand, for NRENs that are not part of the GN2 project the situation is quite 
different, and relatively low-bandwidth connections from commercial ISPs are the most 
important external links. 

Figures 7 and 8 provide information on whether or not Grid services are currently 
running on the NREN’s network and if these services are planned over the next year or 
two. The table also lists who provides the service. 

The data shows that Grid services are currently running in 71% of the EU/EFTA NRENs, 
and this will rise to nearly 100% in the next two years (only Iceland and Slovakia do not 
foresee Grids being developed in this time frame). Grid services are also running in nine 
of the seventeen NRENs from other countries in the survey. Moreover, NREN support is 
involved in running the service in the great majority of cases. 

Finally, the overview of the disciplines that are running grid-enabled applications 
highlights that grid technology has widespread very much beyond the initial high-energy 
physics and biomedical communities.  

 
 

 
Figure 7 Disciplines that are running Grid-enabled applications 
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Figure 8 Disciplines that are running Grid-enabled applications 

 

2.2 Remote access to instrumentation in Latin Ameri ca 

As the general state of connectivity and bandwidth capacity for research in Latin America 
is rather different from that in Europe, this section presents information about research 
networks in the region, concentrating on RedCLARA, the regional network, and on the 
national and access networks in the RINGrid partner countries: Brazil, Chile and Mexico. 

2.2.1 RedCLARA 

RedCLARA was deployed starting in 2004, and currently interconnects 12 NRENs in the 
following countries: Argentina, Brazil, Chile, Colombia, Ecuador, El Salvador, 
Guatemala, Mexico, Panama, Peru, Uruguay and Venezuela. The network was originally 
established as a part of the DG EuropeAid ALICE project (2003-2008) and is connected 
to Europe and the USA. The topology and link bandwidths in April 2007 are shown in 
Figure 9. 
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Figure 9 RedCLARA topology, April 2007 

It may be observed that the 155 Mbps RedCLARA backbone interconnects points of 
presence (PoPs) in São Paulo (SAO), Buenos Aires (BUE), Santiago (SCL), Panama City 
(PTY), Miami (MIA) and Tijuana (TIJ), and that all NRENs are directly connected to one 
of these PoPs. 

Most often, the contracted access capacity of a client NREN is equal to that of the 
installed access link to the RedCLARA PoP. In the case of the backbone PoPs, the access 
link is usually 1 Gbps, and in these cases the contracted access is always less than this, 
with use of rate limiting to avoid exceeding the contracted access limit. 

The RedCLARA backbone is connected to GÉANT2 by way of a 622 Mbps link to 
Madrid, and to US and other national and international networks through a 1 Gbps link 
from Tijuana to Pacific Wave in Los Angeles, and shared capacity in a 2.5 Gbps link 
from São Paulo to Atlantic Wave in Miami. The Miami PoP is also connected to Atlantic 
Wave and to the São Paulo PoP, using the shared link between São Paulo and Miami. 
These links to the USA are financed through the WHREN/LILA project [10]. 

Technologically, RedCLARA is a traditional IP network, without support for QoS. On 
the other hand, at least in the backbone and external links, the network is currently 
overprovisioned in order to assure a congestion-free environment most of the time. 
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2.2.2 RINGrid partner NRENs in Latin America 

The RINGrid partner institutions in Latin America are UNAM (Mexico), REUNA (Chile) 
and RNP (Brazil). REUNA and RNP are in fact operators of NRENs, and, as well as 
providing access to national instrumentation sites, are directly connected to RedCLARA 
through the backbone PoPs located in Santiago and São Paulo, respectively. UNAM is a 
client of CUDI, the Mexican NREN. Table 3 summarises the connectivity provided to 
instrumentation sites in all three countries, and is derived from work carried out in the 
EELA (FP6) project [13]. In what follows, we discuss the different scenarios observed in 
these countries. 

2.2.2.1 Brazil 

The current state of the Brazilian NREN, known as Rede Ipê and operated by RNP, is 
described in some detail in section 7 of this report. To illustrate the state of access to 
remote instrumentation, we have selected three instrumentation sites: the National 
Astrophysics Laboratory (LNA), in Itajubá, Minas Gerais; the National Synchrotron 
Light Laboratory (LNLS), in Campinas, São Paulo; and the Radio Space Observatory of 
the Northeast (ROEN), belonging to the National Institute for Space Research (INPE), 
located near Fortaleza, Ceará. LNA and LNLS are third parties in the RINGrid project. 

LNA is responsible for Brazilian use of the SOAR telescope in La Serena, Chile, which is 
discussed in the next subsection. It also administers a smaller (1.5 metre) telescope near 
to its site in Itajubá, and connected to it by a 10 Mbps radio link. LNA itself is currently 
connected to the RNP backbone through its 10 Gbps PoP in Belo Horizonte, Minas 
Gerais, at 2 Mbps, but this link will be upgraded to 34 Mbps in 2007. 

LNLS houses a synchrotron light source, and several electron microscopes, and is 
connected to the RNP backbone through a 34 Mbps link to the 10 Gbps PoP in the city of 
São Paulo. 

ROEN operates a 14.2 metre radiotelescope, which participates in international VLBI 
collaborations with the Haystack Observatory of MIT for geodesy applications, which 
also have the TIGO site at the University of Concepción, Chile, as a partner. ROEN is in 
the process of being connected by a 1 Gbps link to the new metropolitan network in 
Fortaleza, which will be inaugurated in 2007. Fortaleza is a 2.5 Gbps PoP of RNP’s 
backbone network. With this new connectivity, ROEN will be able to graduate to e-VLBI 
operation, which currently requires 100 Mbps bandwidth.  

The international research connectivity of the RNP backbone is mainly provided by the 
RedCLARA network, with a contracted bandwidth of 155 Mbps. In addition, RNP shares 
capacity in the 2.5 Gbps link between São Paulo and Atlantic Wave in Miami, USA. 
Currently, this alternative is only used for high-bandwidth users from the high-energy 
physics community and, soon, the space geodesy community from ROEN. 
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The RNP backbone currently offers no support for QoS guarantees. However, at least for 
the central core, it is currently over-provisioned and congestion-free. 

2.2.2.2 Chile 

The Chilean NREN, GREUNA, is operated by REUNA, and its topology and capacity 
are illustrated in figure 10. It will be noted that the GREUNA backbone has a linear 
topology, extending from Arica in the far north to Osorno in the south. This backbone has 
an aggregate bandwidth of 155 Mbps, except for the central section, between La Serena 
and Concepción, where the available bandwidth is 310 Mbps, with no support for QoS. 

REUNA coordinates a remote instrumentation project, UCRAV [16], which involves the 
use of instruments located in a number of universities that are REUNA clients, and are 
listed in Table 3, together with the contracted bandwidth, which is usually less than 10 
Mbps. There are two exceptions: the CTIO-SOAR observatory complex near La Serena, 
and the TIGO radio observatory at the University of Concepción. 

 

Figure 10 Topology and connectivity of the GREUNA network 
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The Cerro Tololo Inter-American Observatory (CTIO), where the SOAR telescope is 
located, has a 45 Mbps dedicated link to the AMPATH network connection point in 
Miami, USA. This link uses capacity of the GREUNA backbone between La Serena and 
Santiago, but its international connection to the USA does not currently use RedCLARA. 
This link is also used by SOAR traffic to Brazil, which is thus routed via Miami.  

The 6 metre radiotelescope of the TIGO geodesic observatory, like ROEN in Brazil, 
contributes to the VLBI collaboration with the Haystack Observatory at MIT. TIGO is 
also a partner of the FP6 EXPReS  project, which employs e-VLBI. To participate in 
EXPReS, TIGO rents temporary access to 64 Mbps capacity on the GREUNA  backbone. 

2.2.2.3 Mexico 

The Mexican NREN is operated by CUDI, and its topology and capacity are illustrated in 
figure 11. The RINGrid partner from Mexico is the Autonomous National University of 
Mexico (UNAM), located in Mexico City, which is connected by a 34 Mbps link to the 
national backbone PoP also in Mexico City. The principal international gateway for 
CUDI traffic is Tijuana, in the extreme northwest, which is linked to Mexico City by a 
155 Mbps link passing through Guadalajara. In Tijuana, CUDI has contracted 45 Mbps of 
capacity to RedCLARA, which provides connectivity to other Latin America networks 
and to GÉANT. Additionally, CUDI has a dedicated 1 Gbps link to Pacific Wave in Los 
Angeles for connectivity to US and other national and international networks. 

 
 

Figure 11 Topology and capacity of CUDI’s national backbone network 

The CUDI backbone currently offers no support for QoS guarantees. 
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It has been observed that UNAM access to the national backbone, and the national 
backbone itself, have insufficient capacity to meet high-capacity user demands, such as 
for use of grid computing for high-energy physics collaborations. 
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Connection to NREN Connection to RedCLARA 
Country / 

NREN Institution 
Access technology 

(Bandwidth) 
Contracted Bandwidth 

Access 
technology 

(Bandwidth) 

Contracted 
Bandwidth 

Available 
QoS 
Tools 

LNA 
currently E1 (2Mbps), will be 
upgraded to E3 (34Mbps) in 

2007 

currently 2Mbps, will be 
upgraded to 34Mbps in 2007 

LNLS E3 (34Mbps) 34Mbps 
Brazil / RNP 

ROEN/INPE upgrade to 1 Gbps in 2007 upgrade to 1 Gbps in 2007 

GigaEth (1 Gbps) 155 Mbps None 

U. de Concepción 2 x STM-1 (155 Mbps) 6 Mbps 

U. de Chile 1 Gbps 7.2 Mbps 

U. Católica del 
Norte 

STM-1 (155 Mbps) 5 Mbps 

U. de Atacama STM-1 (155 Mbps) 1.4 Mbps 

U. Arturo Prat STM-1 (155 Mbps) 5 Mbps 

U. Tecnológica 
Metropolitana 1 Gbps 2.5 Mbps 

Chile / 
REUNA 

CTIO-SOAR              
(La Serena) 2 x STM-1 (155 Mbps) 45 Mbps (to USA) 

GigaEth (1 Gbps) 90 Mbps None 

Mexico / 
CUDI 

UNAM  E3 (34 Mbps) 34 Mbps GigaEth (1 Gbps) 45 Mbps None 

Table 3 Connectivity of instrumentation sites in RINGrid partner countries of Latin America 
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2.2.3 Conclusions 

We have seen that network connectivity in Latin America is fairly extensive, at least in most 
countries – in El Salvador, Guatemala, Panama, Peru and Uruguay, however, the NREN is 
currently confined to the national capital. Network support for remote instrumentation can be 
highly dependent on available bandwidth, and the small sample we have investigated here has 
demonstrated significant variations between countries and institutions. It thus cannot be 
assumed that remote instrumentation applications can be universally supported in the region. 
A feasibility study will be necessary for each case, and must take into consideration 
thecomplete end to end path involved in the application. 
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3 QoS Provisioning 
 
We have seen that QoS may become of paramount importance in many remote 
instrumentation activities, requiring interactivity, short response time and reduced delay jitter. 
Some applications may also require quasi-real-time operation and event synchronization. 
Unless network capacity is over-provisioned (a common situation in some of today’s core 
networks on the part of providers, but not in the access networks), QoS provisioning relies 
ultimately on resource reservation at the nodes and links of the physical communication 
infrastructure. Such reservations may be effected in more or less dynamic fashion by means 
of appropriate networking protocols and algorithms. However, since the applications should 
be able to request the needed level of QoS, and they interact with the service layer, the latter, 
through its middleware functionalities, should be aware of the network’s capabilities and 
should be able to interact with it, in order to translate the applications’ requests. 
We therefore distinguish QoS provisioning at the networking and middleware layers, and 
their mutual interaction. 
 

3.1 Network Resource Reservation and QoS 

3.1.1 Hybrid Networks, lambda reservation, network resource 
brokers 

 

3.1.1.1 Hybrid networks 

In the present world of research networking, it is becoming increasingly common for network 
providers to complement the traditional routed IP networks, which have been in common use 
since the 1980s, with support for switched circuit-based capacity provisioning to serve the 
needs of high-volume peer to peer applications, which has become important since 2000, 
especially for grid computing and access to remote instruments. In hybrid networks, both 
routed IP and switched circuit services are offered over the same physical infrastructure.  

An increasing number of large research networks are adopting a hybrid architecture, and 
leading exponents include SURFNET, Canet, GEANT2 and Internet2. Such networks are 
“facilities-based”, which is to say that the network operator takes responsibility for lighting up 
dark fibre, usually with multiple DWDM lambdas, which are then administered in order to 
support both sets of transport services. A lambda will sometimes be wholly allocated to a 
single higher level (SDH or, more commonly, Ethernet) service, or may be split into a number 
of sub-lambda channels (Ethernet VLANs or SDH circuits, typically carrying packet-based 
traffic). Typically, routed IP services will occupy capacity of lambda or sub-lambda circuits. 
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Figure 12 An Internet2 HOPI node (after R. Summerhill) 

 

A point of presence (PoP) of a hybrid network is more complex than in a routed IP network, 
as the provider must normally provide, apart from layer 3 IP routers, layer 2 Ethernet or SDH 
switches and optical cross connects. Figure 12 shows a typical node in the HOPI (Hybrid 
Optical and Packet Infrastructure) experimental network used in 2005 by Internet2 to 
demonstrate proof of concept of a hybrid network. 

 
Figure 13 The topology of the HOPI experimental network (after R. Summerhill) 

In the HOPI experiment, the then Abilene IP backbone was complemented by a WDM ring 
interconnecting five of the eleven Abilene nodes, as shown in Figure 13. 

The 2007 update of the Internet2 network has incorporated the HOPI concept, as shown in 
Figure 14 (see http://networks.internet2.edu/hopi/). 
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Figure 14 The Internet2 Network, 2007 

 

The GÉANT2 network has also adopted a hybrid architecture implemented over the GÉANT2 
fibre cloud (currently 17 PoPs are included). Circuit services include the GÉANT+ point to 
point service, which provides up to 9 GigE circuits to be allocated between pairs of 
participating GÉANT2 PoPs, as well as full-lambda (10 Gbps) services, should these prove to 
be necessary (see http://www.geant2.net/server/show/nav.826). The main users are research 
projects involving grid computing and/or access to remote instruments.  

International circuits can also be provisioned by collaboration within the GLIF community 
(www.glif.is), a loose association of research networks with international optical resources. 
International connections terminate in GLIF Open Lightpath Exchanges (GOLEs), of which 
there are currently 16 located in Europe, East Asia and the USA. The architecture of a GOLE 
is quite similar to the HOPI node shown in Figure 12. For further information, see 
http://www.glif.is/resources/. 

3.1.1.2 Circuit reservation 

Telecommunications providers have traditionally worked with circuit-oriented technologies to 
support voice communication. When digital technology was adopted starting in the 1960s, 
circuit-based communication was adopted for digital telephony, and it has only been recently 
that packet-based voice communication has been recognised as an acceptable alternative. 
Because of this assumption regarding the circuit-based nature of the element of voice 
communication, multiplexing voice traffic has naturally followed the same approach, in 
which channels of larger capacity carry a fixed number of voice circuits. This has lead to the 
PDH (Plesiochronous Digital Hierarchy) and SDH (Synchronous Digital Hierarchy) 
multiplexing hierarchies. It might therefore be expected that sophisticated and automatic 
solutions already exist for reserving circuits of all sizes. This is unfortunately not the general 
case. Whilst it is certainly true that such solutions have been in existence since the 1970s at 
the level of the individual voice circuit, permitting automatic routing of long distance and 
international telephone calls, the same cannot be said for the higher capacity circuits used for 
multiplexing voice circuits. These are traditionally provisioned manually by operators using 
management consoles, in the so-called management plane. 
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This has also affected the way that data circuits are provisioned. These often use the same 
nominal capacities made available at different levels of the PDH and SDH hierarchies, for 
instance, E1 (2 Mbps), E3 (34 Mbps), STM-1 (155 Mbps) and so on. Naturally, these data 
circuits will be provisioned manually, using operator commands, usually after a considerable 
delay for manual verification of the optimum way of provisioning the circuit. Although 
desirable, the technology has just not so far been developed for highly dynamic provision of 
circuits in telecommunications networks. 

There is of course the exception of ATM, where switched virtual circuits (SVCs) can be 
dynamically created. Nevertheless, such facilities are usually only used for low capacity 
virtual circuits, which are not relevant for high-volume peer to peer applications. 

For such users, the required facility is bandwidth on demand (BoD), which is implemented by 
dynamic provisioning of an end-to-end circuit of the required capacity, for a predicted, 
generally short duration. This is completely impractical using management plane operations 
as described above, because of the very high response time. What is needed is automation of 
the provisioning process, as has already existed for individual voice calls for many years. The 
basic mechanisms are therefore well-known. They involve the use of signalling protocols for 
automatic discovery and reservation of network capacity, before communication begins, and 
its release when there is no further need for it. In principle, network elements, that is, the 
individual switches along the different network routes, use signalling protocols to 
communicate with their neighbours.  

Unlike in packet-based communication, where oversubscription of network transmission 
resources leads to a lower quality service, circuit-based communication implies admission 
control, which prevents oversubscription of resources, by refusing requests for currently 
unavailable bandwidth. 

Modern technologies for circuit-based communication, such as GMPLS, have specified 
support for dynamic bandwidth provisioning, making use of protocols like RSVP-TE as a 
signalling protocol (see RFC 3471 and 3473). GMPLS is relevant here, as it is an emerging 
standard in the marketplace. However, it seems that different implementations of GMPLS 
signalling have not always been interoperable, but it will probably be just a question of time 
before such incompatibilities are resolved. 

3.1.1.3 Network resource brokers 

Typically, GMPLS signalling is confined to a single administrative domain. For automatic 
provisioning of circuits between different domains, no standard means of coordinating 
different provisioning systems are currently defined. This is an area of current research, with 
active participation and collaboration of teams from Japan, USA, Canada and Europe, in 
projects such as G-Light, EnLIGHTened and Phosphorus. This activity also involves the 
GLIF Control Plane and Grid Integration Middleware Working Group, which provides 
international communication between the different teams (see http://www.glif.is/working-
groups/controlplane/). 

The technical solution identified relies on a network resource broker for each administrative 
domain, which knows about and can allocate bandwidth resources requested by users in other 
administrative domains. This is still work in progress. 
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3.1.1.4 Advanced reservations and grid network services 

GMPLS automatic provisioning is time-independent. By this we mean that resources are 
allocated immediately if currently available. This is, unfortunately, not very useful for large-
scale grid computing, where it is necessary to secure all necessary resources before work can 
commence. What is needed is an advance reservation service for network bandwidth, which 
will allow a user to request in advance the bandwidth he requires for as long as he needs it, 
and will honour this reservation in the face of conflicting requests. The network resource 
broker could be a solution to this problem also, as it will store and consult information on 
resources and reservations, in order to process further requests. 

Ideally, such network resource requests should be formulated and attended using the same 
mechanisms as used for other grid resources. This formulation of grid network services is an 
essential part of integrating communications resources into the grid framework. 

3.1.2 Network Enhancement for Grid 

The idea of incorporating network resource management into the Grid has attracted 
considerable attention. The Internet infrastructure is designed for general uses. Due to this 
nature, it does not take the specific characteristics of Grid applications into account. 
Especially for those Grid applications with rigid service quality demands, the lack of network 
support nature for current Grid exhibits clear drawbacks.  

Mainstream Grid research efforts tend to study the sharing of computation and storage 
resources. However, the idea of taking the network as a resource in Grid middleware has been 
mentioned by early researches [1]. As proposed by the Grid High Performance Networking 
(GHPN) group in the Open Grid Forum (OGF), grid network service is defined based on the 
terms of grid service; it integrates the network layer operations into Grid applications [2]. 

Based on the surveys in previous deliverables, two major types of Grid traffic exist when 
remote instrumentation applies: control traffic and data traffic. Control traffic mainly carries 
system codes, application codes, management information and control instructions that are 
needed in the running of remote experiments. Data traffic carries observation data, in the form 
of data files or multimedia streams.  

Five types of control traffic are identified for remote instrumentation on the Grid. Their QoS 
requirements can be listed as follows.  

·  Urgent control traffic , including synchronisation, control instructions, and MPI 
messages, requires low delay and a reliable transmission, whereas it occupies less 
bandwidth, owing to its small data size.  

·  Normal control traffic , including status report and code deployment, requires 
medium delay, a reliable transmission and normal bandwidth.   

·  Background traffic , mainly for backup and update, poses higher bandwidth 
requirements. However, part of this traffic does not have strict reliability requirements 
and does not have restrictions in delays.  
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Plane Type Usage Delay Reliability Data size Bandwidth 
urgent 

 
Synchronization ms yes small low 

urgent Control 
instruction 

ms yes small low 

urgent MPI and IPC 
msg 

ms yes small low 

normal 
 

Status report 200ms yes normal normal 

 
 
 
 

Control 
 
 

background Broadcast 
information 

1000ms+ no 
or yes 

big high 

real-time Interactive 
Video 

150ms no normal to 
big 

high 

real-time Interactive 
Audio 

150ms no normal normal to 
high 

normal Broadcast Video 1000ms yes normal to 
big 

high 

normal Broadcast Audio 1000ms yes normal normal to 
high 

real-time or 
normal 

Experiment Data 100~1000
ms 

yes normal to 
big 

high 

 
 
 
 
 
 

Data 

background Data Backup minutes yes big normal to 
high 

Table 4 Traffic types in Remote Instrumentation Experiments 
 

We also identify six types of data traffic in remote instrumentation applications on the Grid. 
Their QoS requirements can be summarised as follows: 

·  Real-time multimedia data traffic, including video and audio, requires low 
transmission delay, but it is tolerant of minor packet loss. Its flow size varies from 
normal to high, depending on the requirements of the user applications and technical 
implementations, such as the codecs adopted.  

·  Normal experimental data traffic, including multimedia and numerical experimental 
data, has lower requirements in delay. However, it demands higher reliability than 
real-time flows. The data size also varies from normal to large.  

·  Background experimental data traffic has lesser requirements in terms of delay – it 
can be transmitted in the range from several minutes to several hours. However, this 
traffic always exhibits very big data sets and has high demand in bandwidth.  

All features and QoS characteristics of the traffic types are briefly surveyed in Table 4. This 
situation can also be considered as the classical “elephant and mice” example. Apparently, 
there is no one-size-fit-all solution to cater the needs of traffics types with various demands in 
QoS. Any simple multiplexing solution has to compromise QoS guarantees, which either 
harms the performance of applications or over-occupies resources. Conventional QoS 
mechanisms, such as classification and shaping, have been intensively studied. Such approach 
can solve the aforementioned requirements of remote instrumentation. However, owing to the 
fact that most network end-points that instruments can access do not support conventional 
QoS, we have to consider possible improvements in networks based on best effort. 
Improvements can be obtained at both edge and core of the network. 



 RINGrid – D.4.2  

 

D4-2_Final_new.doc PUBLIC Page 34 / 116 

 

The QoS requirements can be categorized into three species: delay sensitive, throughput 
sensitive, and loss sensitive.  

·  Delay sensitive: A straightforward solution towards this problem is to differentiate 
traffic flows and provide priority accordingly. Delay sensitive flows are mapped into 
prioritised classes, and normal flows are mapped into the normal best effort class.  

·  Throughput sensitive: Multiple queuing mechanisms additional to First-In-First-Out 
(FIFO) are deployed to meet the different demands.  Different classes of traffic are 
separately queued. Queues that accommodate throughput sensitive traffic have 
priorities in occupying storage spaces, while queues for delay sensitive traffics have 
priorities in sending packets.    

·  Loss sensitive: Loss sensitive packets have the priority in acceptance in switching 
nodes. Even though the queues at switching nodes are full, the loss sensitive packets 
will still be accepted, to occupy the storage space of an existing packet that is not loss 
sensitive. However, loss sensitive traffic is more likely to be asked to back off (or 
slow down the rate, if not using a TCP-like transport layer protocol).  

To make this scenario possible, different strategies need to be developed.  

·  Application Interface:  Currently adopted and standardized interfaces for 
communication (APIs, such as the popular BSD sockets) do not provide users the 
ability to specify the different service quality requirements when making a data 
transmission. The sending interface has to be kept simple, but it should provide the 
ability to transparently differentiate traffic, and thus perform correct class 
assignments. 

·  Resource provisioning: Network resources should be monitored from host to host to 
meet the various QoS requirements of Grid applications. Resource reservation should 
be possible to make sure sufficient capacity of the network is available for the service 
quality specification of a remote instrumentation application. 

·  Resource usage control: Different classes of traffic should be treated on fair bases – 
no overuse of resources should be allowed. For example, when the loss sensitive 
traffic benefits from low loss rate by overwriting on existing packets in the queue, it 
should receive lesser throughput, compared to non-loss-sensitive flows. 

 

3.2 Grid QoS 

3.2.1 Meeting user expectations 

A straightforward expectation of users of remote instrumentation is that instruments in remote 
places can be operated and experimental data can be extracted from them, as if those 
instruments were locally available. Based on results from previous work packages, it is 
believed that usability and reliability are two concerns of utmost importance for the users of 
remote instrumentation. Quality of Service (QoS), therefore, might become a critical issue in 
remote instrumentation.  

What does QoS mean to remote instrumentation? In a rough impression from the user point-
of-view, it implies whether the user can have a clear video display generated by the remote 
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instrument, whether experimental data meet resolution and accuracy specifications, whether 
an interactive control is productive, or even if experiment results are downloadable when 
demanded. Quality of Service can be a broad term that is used to denote the level of 
performance that a given user experiences. QoS support refers to the possibility of a given 
service instance to offer a performance level that satisfies the requirements of a given user. In 
a typical remote instrumentation application, QoS support poses the requirement in two 
aspects: a) instruments at the edge of network should produce experimental data with the 
required quality; b) data generated by instruments should be delivered to the user end with 
certain quality specifications, e.g., bandwidth, delay, loss rate, and delay variation.  

The QoS of instruments can be characterised by two aspects of parameters, intrinsically and 
extrinsically. As mentioned in D3.2, intrinsic characteristics, mainly limited by its physical 
principles and manufacture nature, are inherent in the instrument. They cannot be changed by 
better configurations or software, but are instead determined by the scientific use. Extrinsic 
characteristics are largely determined by the usage methodology of the equipment. 
Improvements of experiment configurations and software upgrades might lead to a better 
quality of data.  

In general, QoS in communication networks specifies a guaranteed throughput level, which 
makes it possible to ensure end-to-end delay and loss rate within a specified level. QoS in 
communication networks is widely studied. It is used to satisfy diverse data transmission 
requirements of distributed applications, such as stringent end-to-end delay bounds, minimal 
transmission rate, or simply high throughput. Basically, QoS depends on two aspects: the 
characteristics of the communication channels and the statistical nature of the traffic. The 
characteristics of the communication channel are mainly decided by the nature of 
transmission media and lower-layer technologies. Based on these quantities, the service 
model is defined and control methods are engineered to meet a range of QoS performance 
requirements.  

3.2.2 Grid resource management 

3.2.2.1 The fundamental role of resource management 

Different organizations operate their resources under different policies; the goals of the 
resource user and the resource provider may be inconsistent, or even conflicting. The situation 
is further complicated by the fact that Grid applications often require the concurrent allocation 
of multiple resources, necessitating a structure in which resource usage can be coordinated 
across administrative domains. Much current research in Grid resource management is 
focused on understanding and managing these diverse policies from the perspective of both 
the resource provider and the consumer, with the goal of synthesizing end-to-end resource 
management in spite of the fact that the resources are independently owned and administered. 

The emergence of the service-oriented architecture, the increased interest in supporting a 
broad range of commercial applications, and the natural evolution of functionality are 
collectively driving significant advances in resource management capabilities. While today’s 
Grid environment is primarily oriented toward best-effort service, the situation is expected to 
become substantially different in the next several years, with end-to-end resource 
provisioning and virtualized service behaviour that is indistinguishable from non-virtualized 
services becoming the rule rather than the exception. 
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In general, experts possess a good understanding of the basic mechanisms required for a 
provisioned Grid. Significant challenges remain, however, in understanding how these 
mechanisms can be effectively combined to create seamless virtualized views of underlying 
resources and services. Some of these challenges lie strictly within the domain of resource 
management; for example, robust distributed algorithms for negotiating simultaneous service 
level agreements across a set of resources. Other issues, such as expression of resource policy 
for purposes of discovery and enhanced security models that support flexible delegation of 
resource management to intermediate brokers are closely tied to advances in other aspects of 
the Grid infrastructure. Hence, the key to progress in the coming years is to create an 
extensible and open infrastructure that can incorporate these advances as they become 
available. 

3.2.2.2 Resource Management and Scheduling 

Currently, there is neither a coherent and generally accepted infrastructure to manage and 
schedule resources nor are there efficient coordination algorithms that suit the complex 
requirements of a large scale GRID environment with different resource types. Key issues in 
this area are, for instance, the consideration of a cost and accounting model, as well as the 
support for individual policies of GRID users and resource providers.  

The CoreGRID Network of Excellence has been established in order to strengthen and 
advance scientific and technological excellence in the area of GRID and Peer-to-Peer 
technologies. The joint programme of activity within CoreGRID is structured around six 
complementary scientific research areas that have been selected on the basis of their strategic 
importance, their research challenges, and the recognised European expertise to develop next 
generation GRID middleware. Resource Management and Scheduling is one of the areas that 
was taken into consideration and is operated in the virtual research institute within the 
CoreGRID Research Laboratory (Virtual Institute). 

The future application scenarios for Next Generation GRIDs (NGG) are not yet clearly 
predictable. While current activities focus on high-performance computing in scientific 
environments, future GRID systems will include new resource types as well as commercial 
application scenarios and business models [3]. For instance, the resources in a Next 
Generation GRID will include various types of hardware resources (processor nodes, 
memory, and network bandwidth) over data and software (application programs), as well as 
other complex services (visualization, sensors, and instruments) [4]. As those different 
resource types require different handling, new concepts must be developed for resource 
management and scheduling in NGGs. Nevertheless, an efficient, secure, and reliable 
scheduling system is vital for the acceptance of NGGs by a broad community. An NGG 
scheduling architecture must be distributed in order to handle the highly dynamic nature of 
the GRID and to prevent dependencies on single components of the architecture. It must be 
able to allow the integration of a large variety of components into the GRID and support 
individual policies imposed by the various resource owners and GRID users. The concepts 
must be scalable to support GRIDs with large numbers of resources and participants. As 
business models for GRIDs are still underdeveloped today, the scheduling architecture must 
also include means to implement different future business models. In order to simplify GRID 
use, the architecture must automatically coordinate all resources requested by complex GRID 
jobs. This includes solutions for the scheduling problems that are of general practical interest 
in the context of large-scale distributed platforms.  
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Current GRID systems provide a set of core services, which allow the remote execution of 
computational jobs. In addition basic functions for data management are available. However, 
there are currently no common solutions for higher-level services in terms of automatic 
resource coordination and management, which really provide a transparent access to resources 
for the end-user while also laying the foundation for different business models. Many projects 
need such functionality, as it is usually not feasible that an end-user manually searches and 
negotiates for suitable resource access. Therefore, many projects implement a new resource 
management and scheduling part to implement a specialized solution for this task. Existing 
projects typically address only parts of the general problem and are often specific for a 
dedicated application scenario. For a broad proliferation of Grid technology it can be deduced 
that future Grids are not limited to small- or medium-sized HPC Grids, but must provide 
solutions for different application scenarios, including, but not limited to, enterprise business 
applications, or mobile and ubiquitous computing in ambient networks. In contrast to existing 
scheduling architectures, the resources in a Next Generation GRID will support various types 
of hardware resources (processor nodes, memory, and network bandwidth) over data and 
software (application programs) and many other complex GRID services (visualization, 
sensors, and instruments). Most of these resources are currently not well integrated into Grid 
management. 

It is the key objective of the Virtual Institute to overcome the research fragmentation by 
bringing the experts in the different areas of research management and scheduling together. 
Through joint work and coordination of the specific contributions of the partners a general 
scheduling and management architecture is planned to be developed.  

From a research point of view the NGG results can be translated to several mission objectives 
for resource management and scheduling (RMS):  

·  Offering a pervasive RMS middleware model, which can be applied to different 
application scenarios;  

·  Considering different resource types within the management and scheduling process;  
·  Providing automatic scheduling mechanisms, which support end users and application 

programmers;  
·  Agreeing on common interfaces and models for implementing individual solutions and 

re-using existing ones; 
·  Supporting business models within the resource selection and scheduling process;  
·  Investigating fault-tolerant, resilient scheduling aspects. 

All the above research tasks are planned to be addressed in the future research. The outcome 
and results of that research will be used to establish a common model. 

The general approach of the Virtual Institute on Resource Management and Scheduling is 
three-fold:  

1. Provide joint solutions of the participating partners within each research task  
2. Collaborate among the research tasks towards a joint framework 
3. Coordinate with the other Virtual Institutes in CoreGRID to integrate with their 

roadmap. 

For the activities within the Virtual Institutes, the following strategy has been identified 
during the first meetings:  
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·  Gain common understanding and naming of the GRID RMS problem among the 
partners  

·  Review the existing research activities of the partners  
·  Identify common models  
·  Analyze and start the possible integration of existing research results towards a joint 

CoreGRID RMS framework.  
·  Identify gaps within the map of existing solutions and stipulate joint projects on these 

issues.  
·  Disseminate know-how and reuse CoreGRID solutions in other projects. 

 

3.2.2.3 Roadmap 

The activity plan for the nearest future is presented below. 

1. Phase one: focuses on the gaining of a common understanding and vocabulary of the 
problem space. To this end, surveys and presentations of the individual research 
contributions are conducted by the partners. It is expected that this will identify similar 
or complementary research goals among the partners, which will lead to additional 
collaborations. This roadmap document contains information based on the work in the 
first months of the CoreGRID network. That is, the joint meetings and workshops 
have been used to explore and clarify the problem space among the partners. First 
collaborations have been identified and documented.  

2. Phase two: collection of existing ideas circulating among the partners, possibly 
coming from the different “local” projects the partners are involved in. Actual 
collaboration is performed towards the joint research goals.  

3. Phase three: results from the previous phases are shared within this, as well as to 
other WPs of CoreGRID. Feedback is incorporated and used for further research 
activities. 

4. Phase four: actual research results are integrated and tested between the tasks. 
 

3.2.3 Service Level Agreement 

Grid computing has relied on “best effort” as a guiding principle of operation [9]. However, 
for some application domains, users require some form of commitment and assurance on top 
of the allocated resources. Commitments and assurance are implemented through the use of 
Service Level Agreements (SLAs), which ensure Grid applications’ job requirements are met.  

As identified in previous WPs, Remote Instrumentation is a kind of application that has 
prominent QoS requirements. From the performance quality point of view, current 
technologies of the Grid do not completely address three key issues.  

The first issue relates to the nature of Grid-provided resource sharing. Remote 
instrumentation is developed to share expensive scientific equipment that is not locally 
available. Compared to conventional Grid services, such as high performance computation, 
the remote instrumentation service involves more specific and rarer resources. In conventional 
Grid, it is often assumed to have sufficient resources available to satisfy all concurrent users. 
The purpose of QoS in conventional Grid is to avoid short period overload, which can be 
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solved with peer-to-peer negotiations or service migrations. On the other hand, in remote 
instrumentation, the instrumental resources suffer longer term constraints.   

The second issue relates to the nature of applications. More real-time transactions are required 
when remote instruments are being used over the Grid. Multimedia data and large files are 
required. Current SLA does not include the network error into account, whereby performance 
will melt down due to the performance degradation of the communication network – however, 
nothing can be assured on the network transfer. 

The third issue relates to the nature of performance persistency. For conventional Grid 
applications, e.g., high performance computing, once a broker with SLA detects the sluggish 
performance of a particular resource, it is possible to migrate the task to another resource 
which may better fit the service level. However, the task migration of remote instrumentation 
remains unsolved. This aspect endangers SLA.  

3.3 Cross-layer QoS translation 

When a remote instrumentation application is run over the Grid infrastructure, how the 
resources in the Grid should be managed to cater for multiple requirements remains a 
somehow open question. There are several challenges that had to be overcome in order to 
guarantee the service quality of Grid applications. One of these regards the communication 
network in support to Grid services. Early work on cross-layer QoS has led to the 
development of a range of interfaces, specialised to the different classes of entities that need 
to be managed. For example, InterServ and DiffServ have been developed, separate entrances 
are provided to the Grid platform to select, based on the performance requirements of its 
applications. However, these approaches become increasingly inappropriate as more 
sophisticated applications demand increased levels of control of resources to meet the 
everlasting needs of Grid applications. Thus, the research has to start exploring approaches to 
integrate communication networks as resources in the Grid. Mainstream Grids have little 
consideration in the communication network that supports the data movement. They 
emphasize more on the resource sharing at end-systems and simply assume that the 
communication network is transparent when an end-to-end connection is set up. This 
assumption sounds reasonable when the data access service is built on a high-performance 
network that connects resources geographically close enough. However, for a remote 
instrumentation scenario, where instruments that produce large quantity of data are situated 
far from the users, the complexities and uncertainties occurring within the communication 
network are an inevitable factor for the performance of the remote instrumentation 
applications. Therefore, it is necessary to take into account the network status during the setup 
and running process of remote instrumentation. 

3.3.1 Network QoS requirement identification   

The primary goal of QoS translation is to adhere to the applications’ resource requirements, 
and to insulate the applications from the complexities of networks and Grid middleware. In a 
remote instrumentation experiment, the users are only expected to specify the data quality 
requirement of the experiment scenario, such as the window size of the experiment, without 
bothering to select how much bandwidth should be reserved and how much storage space 
should be allocated. To meet this requirement, the execution of a remote instrumentation 
application on a Grid platform involves five main stages, as describes in Figure 15.  
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Figure 15 Process of job execution for remote instrumentation 

The first stage is the application requirement specification, in which a user provides a 
specification of the experimental requirements, and settings of execution, e.g., start time, 
budget, etc. This stage is important, as it will affect the following stages, determining where 
the experiment will eventually be submitted for execution.  

After the job requirement has been specified in the first stage, related instrument resources 
have to be discovered. This stage of the process needs two tasks to complete. Firstly, related 
instruments that cater for the need of the specified experimental scenario have to be identified. 
A list of instruments should be given with their entrance addresses. Secondly, the experiment 
specifications are forwarded to short-listed instruments, to find out to what extent the network 
resource is required to meet the users’ expectations.  

The third stage tackles the network resource requirement issue. Once all the queries have been 
reported back from the instruments, extrapolation and interpretation are carried out. When the 
network requirement issues are passed from instruments to user ends, the latter should 
formalise the QoS specification according to the needs of the instruments. It is worthy to 
mention that in this process the instrument decides the network requirements, but the user 
application decides QoS specifications.  

In the fourth stage, related network resources are discovered, based on the QoS specification 
given in the previous stage. The types of resources, performance, and costs are specified, 
respectively.  

In the fifth stage, the network resources and instrument resources are coordinated, to evaluate 
their status and generate a list from those resources that are capable of handling the execution 
of the job. Then, an assessment process is conducted, to find out a best set of resources to 
meet the requirement of the user. This selection could be cost-oriented or performance-
oriented, where the resource set with lowest quota or best quality is appointed. Nevertheless, 
sophisticated evaluation algorithms can be introduced.  

Requirement spec. 

Instruments 
discovery 

QoS specifications 

Network discovery 

Resource selection 

Job execution 
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Finally, the user side sends out resource brokering requests to the appointed resources and 
sets up an SLA, if at all possible. When resources are well brokered, the remote 
instrumentation application can be launched. If the resources are not available due to the fast 
changing nature of the processes involved, the process has to go back to the fifth stage and 
select another resource set to broker. 

3.3.2 End-to-end resource broker architecture 

Brokers can be used to assist in the management of resources. As studied in [10, 11], resource 
brokers for the Grid can be classified into two categories: system-centric and user-centric. A 
system-centric broker allocates resources based on parameters that enhance system utilisation 
and throughput. Conversely, in a user-centric broker, resource allocation adheres to the user 
requirements, and utility of computation is enhanced compared with system utilisation. The 
user-centric resource broker is studied to cater for the need of end-to-end resource 
requirements.  

The structure of a user-centric end-to-end resource broker is as shown in Figure 16. Network 
resources are presented as the transmission services that are visible from the Grid 
environment. Facilitating the ability of fine gain control of network resources, users are able 
to discover, broker, and subscribe to the transmission services at the same level as other 
services, such as instrument services and data storage services. In order to launch a remote 
instrument application with QoS, related services on the Grid environment are identified, and 
then reserved through a broker. After all resources are correctly reserved, the QoS of the 
application can be guaranteed.  

  

 
 

Figure 16 End-to-end broker structure 
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According to the needs described in the previous subsection, the broker that serves the user 
end should not only manipulate the resource of end systems, but also the resource of 
transmission networks to meet the end-to-end requirements. Because of the scalability and 
heterogeneity of communication networks, it is hard to interact with the fine-grained 
resources up to the link and switching node. The whole network is segmented into a large 
number of network elements. A Network Element is defined as the basic logical unit of any 
communication network – it may contain a number of links and switching nodes, and it does 
not necessarily represent real physical equipment in any network. A single ingress as well as a 
single egress exist in every network element. Data can only be transmitted from the ingress to 
the egress, and there is only a single data flow inside a network element. A detailed definition 
will be given in the next subsection. 

A transmission service keeps tracking the performance of a network element. Transmission 
requests are submitted from the broker by using Grid message exchange mechanisms. One 
such message may contain the route information and QoS requirements, such as ingress 
address, egress address, maximum delay, minimum bandwidth, etc. When a specified request 
is received, the transmission service decides whether to accept the request, by considering the 
network performance status.  

3.3.3 Transmission resource modeling 

How to make the network visible to the user end is a problem with heavy scalability concerns. 
We continue the definition of network element. Communication networks consist of many 
entities gathered together in order to transmit information from one physical point to another. 
A communication network like the Internet always features a complicated topology and 
simplified functionality. The complicated topology of the network brings difficulties in 
modelling, and thus increases the difficulties of introducing congestion control mechanisms. 
But the basic functions of the communication network, which only transmit information in 
bits from one end of the network to another, are simple, and the network can be viewed as a 
set of many similar components with simple functions, which form the complex whole. 
Through carefully defining and organising components, the properties of the whole network, 
like the end-to-end performance, can be modelled, thanks to the properties of these 
components, as well as to the relations among them. This helps in exploring causes that affect 
network performance. In other words, the network can be viewed as a set of independent 
components interacting with each other. The analysis of the network performance is 
accomplished by studying these network components and their interaction. There exist two 
advantages: the first is the decomposition of a large-scale network problem (which is always 
complex) into a set of small problems that are simpler to solve; the second is the ability to 
decide which components unrelated to the targeted problem can be ignored in consideration. 
Knowing this, in order to analyse the network performance more easily, the basic component 
of the network, which is named Network Element (NE), is defined in this section. 

A Network Element is defined as the basic logical unit of any communication network. It 
does not represent real physical equipment in any network. A single ingress as well as a single 
egress exist in every NE. Data can only be transmitted from ingress to egress, and there is 
only a single data flow inside a NE. Some resources exist in a NE, where these resources are 
being consumed when tasks are being completed. Let a, b denote two logical points in a 
communication network. A data structure E can be defined, where 
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represents the Network Element E, for which points a and b serve as its ingress and egress, 
respectively, containing resources   . s stands for the m categories of resources that a 
NE contains. Given a function 

xsR ba¾¾ ®¾ ),(:        

to measure the cost of resources s under the condition that points a and b are start and end 
points, where   and , x is a scalar that represents the cost of resources s; it 
increases with increasing resources’ occupancy, and it decreases in the reverse situation. As 
mentioned, the NE carries out some tasks while using resources s, and a data structure W is 
defined to measure the task a NE is doing. W is defined as 

   wbaW ),(=         
 
where a and b, as previously defined, are the start and end points for these tasks. Suppose, 
totally, n types of tasks exist; w represents the quantity of those n tasks that 
are being accomplished. Each dimension of w represents one specified task, and its quantity is 
the amount of this task that the NE completed. Another function  
 

   ywU ba¾¾ ®¾ ),(:        

is also defined to measure the value of tasks w, under the condition that a and b are their 

ingress and egress, where  and . The value of y should increase or decrease when more or 
fewer tasks are being finished. Moreover, the importance of tasks is also expressed in the 
function U, where important tasks have high influence on the value of y.  

It can be observed that E is the static characteristic of the NE, which would remain unchanged 
unless the NE is not re-organised, while W might be changing over time, when applications of 
the network change. So, any NE can be measured in two parts, the static part and the varying 
part. Then a Network Element NE’ can be defined, and represented as  

   
s
wbaWENE ),(),(' ==       

A criterion function is also needed to measure the efficiency of Nes. The value of the criterion 
should remain high when the NE is accomplishing fewer tasks while occupying more 
resources. For the same reason, the value of the criterion should remain low in the reverse 
situation. Therefore, similar to the ‘price’ definition in economics, the Transmission Price is 
being used as the criterion for Nes. The transmission price is the flat resource cost for every 
unit of task, which can be defined as follows: 

 

)(
)(

)'(
wU
sR

NEJz ==
         (1) 

 

ms ÂÎ

ms ÂÎ ÂÎx

nw ÂÎ

nw ÂÎ ÂÎy



 RINGrid – D.4.2  

 

D4-2_Final_new.doc PUBLIC Page 44 / 116 

 

It is normally expected that a NE is able to accomplish more tasks while occupying the same 
amount of resources (or accomplish the same type of tasks by using less resources), and that 
is the only way to improve the NE’s performance. For this reason, the value of z needs to 
remain as low as possible in order to improve the efficiency of that NE.  

There exist some relations among Network Elements. In this section, some operations are 
used to represent these kinds of relations, and this section also illustrates how these operations 
affect overall efficiency. As mentioned, for every NE, two points, ingress and egress, exist, 
which interact with other Nes. For any two Nes, there are only two possible kinds of 
connection modes (as shown in Figure 17). One is by linking the two Nes together in series 
where the first egress becomes the next ingress (Figure 17a), the other by arranging them in 
parallel, linking their ingress and egress simultaneously (Figure 17b). For the reason that the 
composite unit after those two operations still has single ingress and egress, as well as single 
data flow, it can be observed that the composite unit of two Nes can also be considered as a 
new NE.  

1NE 2NE

1NE

2NE  
(a)                        (b) 

Figure 17 Operations Between Network Elements 
 
First, the situation is studied where two Nes are connecting egress to ingress (or in terms of 

series). Two Nes, 1NE  and 2NE , are defined as follows: 
 

1

1
),(),( 11111

s
wbaWENE ==

 and 
2

2
),(),( 22222

s
wbaWENE ==

  
 
If the composite unit after the series operation is also a NE, it is defined as NEc, where 
 

   21 NENENEc +=  
 
The symbol Å  is used for representing the series operation, where 

   21 wwwc Å=  and 21 sssc Å= . 
From Figure 17a,  
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So, the composite unit can also be represented as follows,  
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Because NE1 and NE2 are occupying resources simultaneously, the total cost of resource that 
NEc occupies is 
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For the NEc task calculation, any successfully finished task should pass though both Nes; 
therefore, the task value of the overall unit NEc is the intersection of the task value of its 
components NE1 and NE2, which is: 
 

   21 WWWc �=  
 

From the series behaviour, ),min( 2121 wwwwwc =Å= , so the effective value of 
cNE  is 
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As it has been assumed before that the composite unit is a NE, so 
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From Equations 1, 2, and 3, the criteria of NEc, in terms of transmission price, can also be 
given by the following equations.  
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For the same reason, the transmission price for n Nes connected in series is 
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In the remainder of this subsection, the situation will be analyzed where two Nes, 1NE  and 

2NE , are connected in parallel. All symbols have the same definition as above, except for a 

new Network Element dNE  being now defined as 
 

   21 NENENEd +=  
 
As illustrated in Figure 17b,  

   daaa == 21 ; dbbb == 21 . 
So, NEd  can also be represented as 
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where sd=s1+s2, wd=w1+w2.  
 

1NE  and 2NE  are occupying resources simultaneously; therefore,  
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The tasks for 1NE  and 2NE  are replaceable, since any transmission task from da  to db  can 

either be executed by 1NE  or 2NE . So, the accumulated task of dNE  is 
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The effective value of dNE  is 
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Therefore, from Equations 1, and 5, the transmission price is 
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From Equation 7, for n parallel-connected Nes, the transmission price is  
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We write that 
NENEq Ì

, when NEq is a part of NE, i.e., NEq finishes part of NE’s tasks 
while consuming part of NE’s resources. From this definition, it is clear that  
 

   
cNENENE Ì21,  and dNENENE Ì21,  

 
Apparently, network elements can merge or split. Each of them reflects a transmission service 
that is visible to user-end brokers.  
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4 User interaction support 

4.1 Collaborative tools and Virtual Organizations ( user-to-user 
and user-laboratory interaction) 

Virtual organization (VO) support in Remote Instrumentation applications must deal with 
providing tools for the cooperation among potentially highly heterogeneous teams of persons 
that need to work remotely in performing complex experiments. As pointed out in [1], “an 
interesting synergy can be envisaged between the fields of Computer Supported Cooperative 
Work (CSCW) and cyberinfrastructures. While CSCW could benefit from a broader 
understanding of large-scale distributed science and engineering collaborations, the design of 
Cyberinfrastructures can capitalize on both social factors analyses and technical solutions 
developed in CSCW to support various forms of cooperation.” 

The concept of Virtual Control Room, developed within the GRIDCC project, aims at 
providing a comprehensive set of tools, both for the support of general collaborative activities 
and for the specific needs of manipulation of and interaction with scientific instrumentation of 
any kind (figure 18). 

 
 

Figure 18 General architecture of the GRIDCC VCR [1] 
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The main philosophy of the VCR has been briefly outlined in D4.1. It is based on the 
provision of the essential mechanisms and tools for collaboration, access to and control of the 
instrumentation, and execution of complex cooperative laboratory experiments, leaving the 
development of more specific and application-oriented refinements to the further interaction 
with the user communities. 

By adopting this philosophy, and in the light of the brief survey already conducted by WP4 on 
the technologies for visualization and distance learning, a possible line of further development 
for future Vos in these aspects should aim at: 

·  Provide enhanced VCRs for specific application fields and user communities (e.g., 
astronomy, material science, engineering, …); 

·  Investigate the role that can be played by consolidated and emerging distance learning 
standards, when empowered with the capability of performing laboratory live 
experiments as part of the educational process or of the instruction cycle, and find out 
where and how the VCR concept can be become a new component of such standards; 

·  Improve the flexibility of the VCR, by allowing the adoption of more or less 
sophisticated GUIs (with or without reproduction of the instruments’ control panels, 
the use of graphics, 2D or 3D representation and data visualization, etc.), according to 
the user’s capabilities, in terms of terminal equipment and access network; 

·  Consider the steps to be performed to satisfy the requirements of users with special 
needs. 

As an example in the integration of more sophisticated visualization environments and the 
VCR, we can briefly mention the GRIDCC Device Farm application, where the VIL (Virtual 
Immersive Learning) framework has been used, to enhance the representation of the 
instruments [2]. The framework is run in the local host, and visualization data coming from 
the VCR are locally forwarded to it to be displayed. 

 

4.2 User-instrumentation interaction 

When dealing with the concept of remote instrumentation, one of the most important aspects 
is the user interaction with the remotely located instrumentation. The goal is to enable the user 
with exactly the same possibilities of performing scientific research that he or she would have 
when working “in the same room” with the scientific devices. This of course creates a whole 
set of problems and difficulties, due to the peculiar nature of the hardware devices and 
experiments. 

First of all, not all instruments (especially the older ones) were created with the possibility of 
remote access as a designed feature. Some of them are not even controlled by external 
computers and without networking possibilities, therefore unsuitable for virtual laboratories. 
Even when there is an external system controlling the equipment, in most cases there is a 
number of parameters, switches or other operational tasks that can only be done manually by 
the device operator, located at the site. Solving this problem requires fairly sophisticated 
approaches implemented in the Grid middleware responsible for user-instrumentation 
scheduling and interaction. 
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In the Grid environment, the most logical approach would be to find a universal solution for 
the tasks involving remote access to the devices and other interactive computational tasks, as 
they share the same common characteristics. From the Grid point of view, both types of tasks 
require synchronization of the user presence and of the task execution time, as the user is 
required to actually perform the experiment/computations – which creates a set of problems in 
terms of scheduling, resource allocation and management of the interactive connection 
between the user and the scientific device or program. 

In the case of remote access to scientific instruments, the most important assumption is that 
the device is controlled by an external computer system, which can be interfaced with the 
Grid environment. 

The main issue that needs to be solved is the problem of presenting the graphical user 
interface (GUI) of the scientific device (or other interactive computational application) to the 
remote user, therefore allowing the control of the remote equipment or interactive 
computations. 

This can be done in a couple of ways – sometimes the devices or computational programs 
have the complete API available and a networking port, which accepts external commands 
sent over the network. This is not the optimal way of remote user interaction with the 
equipment, as it requires the complete controlling software, together with the GUI, to be re-
written, by using the API and networking protocols. The software is extremely sophisticated, 
and this of course creates an extensive amount of work, and the final implemented solution 
fits only that particular case and device. One of the most important goals of the concept of 
virtual laboratories is the ease to adapt to new instruments and computational programs. This 
is the main reason why another, more universal, approach has to be applied. A very helpful 
tool that can be used to solve this problem is the VNC [3], which stands for Virtual Network 
Computing. VNC is a remote control software tool, which allows users to view and interact 
with one computer (the „server”) using a simple program (the „viewer”) on another computer, 
anywhere in the Internet. The two computers do not even have to be of the same type; so, for 
example, users can adopt VNC to view and use applications run on UNIX machines on their 
Windows / Linux PC or Macintosh at home. VNC is freely and publicly available and is in 
widespread active use by millions throughout industry, academia and privately. 

�
Figure 19 VNC architecture 
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As was previously mentioned, we base on the assumption that the experiments can be treated 
in fact as the instances of interactive applications, which are responsible for controlling the 
scientific instrumentation. In that case, it can be clearly seen that a VNC server can be used at 
the scientific device end as a tool, which will be able to present the remote user with the GUI 
of the device control application. On the other hand, exactly the same approach can be used 
with other interactive applications scheduled and executed over the Grid together with the 
actual experiment, for data pre- or post-processing. To fully integrate the VNC concept with 
remote instrumentation and Grids, the whole idea has to be extended with the concept of VNC 
manager module, as the raw VNC is not suited for the multi-user and Grid environment. The 
VNC manager module would be normally run by the Grid scheduling module, instead of the 
instrument-controlling or interactive computational application. 

The role of the VNC manager is to set up the VNC server, run the actual interactive 
application or instrument control software and prepare the environment for the remote user 
viewer connection. The first step is to find the available port and a proper display number. 
Then, the custom-created dynamic VNC password would be generated, as opposed to the 
standard static one, which is essential in terms of increased security. The hostname, password 
and port numbers are sent to other Grid modules responsible for monitoring and scheduling 
interactive tasks/experiments. This information will be later passed to the VNC Viewer 
application at the client side in order to establish a connection. Once the VNC server is up and 
the display number is determined, the actual application is executed, with its output directed 
to the appropriate display. Now the user is able to connect to the VNC session and control the 
application – performing the actual experiment on the scientific device. Connection is 
possible until the signal to end the interactive part is given, which can be sent either by the 
user or automatically by the system (if the time slot expired). If the signal is received the 
application is terminated, the password cancelled, and the VNC server is closed. 

Besides the remote access to the interactive applications, there are other important issues that 
need to be considered. Very often the scientific instruments work with samples of different 
physical matter being examined. Working with physical samples is not possible over the 
network without using dedicated and sophisticated remote controlled robots. This is extremely 
complex to automate, and a reasonably better approach would be to consider the device 
operator as a person located „on the site” and responsible for handling the samples manually. 
The problem of sample management is described in detail in section 4.4. Another 
responsibility for the operator would be the manual operation of hardware switches, knobs 
and other tuning equipment that may be present on the scientific instrument and cannot be 
accessed via online connection. Sometimes this setup and/or fine tuning of instrumentation is 
critical for the success of the experiment, and therefore a good communication platform is 
required between operator and remote user during this stage of the experiment. An audio and 
a high-resolution video link seem to be enough in most cases. 
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Figure 20 User instrumentation interaction architecture 
 

Having the device operator in the equation, the scheduling algorithms become more complex. 
At this point, the experiment schedulers must take into consideration the following 
parameters: 

·  the hours in which the device is not used by the local staff and may be operated by 
remote users – with consideration of maintenance periods, etc. 

·  the work hours of the remote user, who usually prefers to perform the experiment 
during his/her work hours 

·  the work hours of the scientific device operator – if his/her presence is required 
·  the presence and status of the sample – if applicable 
·  the minimal time between experiments, needed by the operator to change the sample, 

retune the device, etc. 

The overall view of the user instrumentation interaction is shown in Figure 20. It may be 
worth mentioning that the description in this subsection does not cover the scope of data 
transfer to and from the remote instruments / computational machines, as in general this 
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should be a user-transparent process, defined before the experiment starts and executed before 
and after the experiment, without any further user intervention. 

4.3 Time synchronization 

A grid system should allow data exchanges through all its nodes, while maintaining the 
semantic coherence property for all the information to be presented to and manipulated by the 
users. 

In particular, grid systems, enabling the interaction with remote scientific instrumentation, 
have to deal with data often coming from experiments and, then, added with physical and 
temporal meanings that should be preserved through all the system’s activities. 

While most of the information properties could be supported by the many types of Data 
Management subsystems available for distributed environments, one attribute should be 
directly enforced by the grid system itself: that is, the temporal characterization of the data. 

Information marked by a node with its own autonomous time reference, in fact, will maintain 
little or no meaning if viewed by a remote distributed component that, for geographical, 
logical or practical reasons, possesses a different time-base. 

Furthermore, the concept of a common time is crucial for a real-time-like interaction model, 
where a discrepancy in time measurements by the various system nodes would lead to a 
substantial inability to recognize events’ occurrences and to perform a deadline-based tasks 
scheduling [4]. 

For these reasons, a grid system should possess the functionalities needed for maintaining a 
unique global time base, in order to grant the temporal coherence of data and events circulated 
by its distributed components. 

4.3.1 Global time support 

As pointed out in deliverable D4.1, perfect global time is nearly impossible to obtain in a 
distributed system: even with an initial synchronization, over time, each node would 
progressively produce divergent measures, due to the unavoidable drifting effect that each 
local physical clock is subjected to.  

To overcome this problem, a sufficiently accurate global time base could be achieved, by 
using techniques like those described in the cited document: time coherence could be derived 
using the abstraction of logical time, based on the “happened before” relation between events, 
or could be obtained with distributed clock synchronization algorithms that correct the drift 
errors through the periodical execution of re-synchronizations, both with each other’s clock 
(internal) or toward a central reference clock (external). 

For the latter approach, different Internet network protocols have been developed for the 
nodes’ synchronization: DAYTIME (RFC 867), TIME (RFC 868) [5, 6] and Network Time 
Protocol (RFC 778, RFC 891, RFC 956, RFC 958, RFC 1305) [7-11]. 
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Moreover, especially in sensor networks and outdoor realization, Global Positioning System 
(GPS) receivers have been used for nodes’ time re-synchronization. 

·  DAYTIME protocol 

Introduced in 1983, it was the first protocol to specify and communicate a time measurement 
over the ARPA Internet. Hosts implementing this protocol were responsible for accepting 
both TCP connections and UDP datagrams on the well-known port 13 and to respond with an 
ASCII character string, with the current measured date formatted according to one of the 
standard syntaxes, like, for example:   

< Weekday, Month Day, Year, Time-Zone > 

·  TIME protocol  

This protocol, also introduced in 1983, specialized the functionality offered by the DAYTIME 
protocol, by offering the time value in a machine-readable format that was better fit for the 
correction of local clock drifting errors. The time, in fact, was specified to be published as a 
32 bit integer value containing the  number of seconds elapsed since a particular date, 1-1-
1900 00:00:. UDP and TCP incoming communications were specified to be served on port 37. 

·  Network Time Protocol 

This protocol [12] was introduced in 1992, to complete and substitute the two previously-
described predecessors and, through different RFC documents and subsequent versions (the 
current one is version 4), specified a complete architecture to produce and publish high 
precision time measurements over the Internet. 

Architecture overview 

NTP hosts are organized in a hierarchical architecture, subdivided in different levels, called 
Strata:  

stratum 1 servers are connected with high precision time measuring devices (also called 
stratum 0), like atomic clocks, satellite measurements or radio controlled clocks; stratum 2 
nodes receive temporal data from servers in the stratum 1, and so on, descending down the 
levels (there are theoretically 256 allowed levels).  

In order to gain higher precision and to discard malfunctioning servers, each server, lower 
than stratum 1, executes the synchronization process, by matching its clock measurement with 
those from several other servers in its superior level or with other peers in the same stratum. 

  



 RINGrid – D.4.2  

 

D4-2_Final_new.doc PUBLIC Page 55 / 116 

 

Figure 21 The hierarchical organization of NTP servers 

NTP messages are exchanged using UDP protocols (received on well-known port 123) and 
each packet contains a timestamp of 64 bits, measuring the time elapsed since the epoch of 
January 1, 1900: the first 32 bits denote the integer part and the subsequent 32 bits the 
decimals. With the current specification, NTP can cover a range of 136 years and give a 
precision of 0.223 nanoseconds: future versions will aim to extend the packet size beyond 64 
bits. 

On a heterogeneous network like the Internet with variable delay and jitter, the NTP protocol 
can reach a synchronization precision in the order of 10 milliseconds, while in local area 
networks it can reach accuracies of 200 microseconds under ideal conditions: however, the 
NTP being a user space process in the host, to achieve better performance, the local clock 
adjustment with the NTP measured time value should be directly supported by the underlying 
operating system (currently Linux and Solaris kernels can perform this utility function).  

·  GPS Time  

Most of the Global Positioning System devices support the NMEA-0183 protocol [13]. This 
standard, specified by the National Marine Electronics Association, defines a list of 
“messages”, containing GPS related data, which can be published by the device on a possible 
output connection: usually, most commercial receivers use RS-232 output interfaces, 
operating at 4800 baud. 
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Basing only on the NMEA standard (therefore, without any specific protocol extension), the 
receiver can only publish its time measurement with the message “RMC” that includes a 
timestamp in UTC (Coordinated Universal Time) format: 

$GPRMC,hhmmss.ss,A,llll.ll,a,yyyyy.yy,a,x.x,x.x,ddmmyy,x.x,a*hh 
 

RMC  = Recommended Minimum Specific GPS/TRANSIT Data 
 
1    = Instant of position measurement (Hours, Minutes, Seconds in UTC format) 
2    = Data status (V=navigation receiver warning) 
3    = Latitude of fix 
4    = N or S 
5    = Longitude of fix 
6    = E or W 
7    = Speed over ground in knots 
8    = Track made good in degrees True 
9    = UT date 
10   = Magnetic variation degrees (Easterly var. subtracts from true course) 
11   = E or W 
12   = Checksum 
 

Configuring the receiver to send the message every second, the local clock can be adjusted 
with the offset measured with the GPS, reaching a precision up to 10 milliseconds. Problems 
can, however, arise in the case of a serial connection: serial port drivers, in facts, do not 
preserve time accuracy because of the use of character buffering, and then introduce errors in 
the time value received by the re-synchronizing process. To overcome this problem, special 
types of low latency drivers or particular GPS clocks, called PPS (pulse per second), can be 
used: both solution are supported by newer Linux kernels. 

 

4.3.2 Time synchronization for grid systems 

The techniques described have been widely adopted in the development of recent distributed 
systems, according to the specific characteristics of the application’s scope: in particular, GPS 
time synchronization has been mostly employed in outdoor sensor network realizations, 
mainly due to the intrinsic properties of this technique and to the increasing availability of 
receivers with good characteristics in term of cost, integrability and power consumption. 

Protocols like TIME and DAYTIME, instead, have been utilized for many years in the 
Internet world, in particular for server coordination and management. Recently, they have 
been almost completely substituted by the NTP protocols that, currently, can be intended as a 
de-facto standard for clock synchronization over Internet networks. 

This protocol has met a great success in the network developer community, testified by the 
four different versions and by the long-lasting utilization in many different applications: in 
particular, it has been estimated that 10-20 million of NTP clients and servers have been 
deployed all over the world and all recent operating systems (ranging from Linux flavours to 
Windows XP) directly support it. 
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Regarding the realization of grid systems, again, NTP can be acknowledged as the most 
widespread solution for time synchronization: Narada Brokering middleware [14] for 
distributed systems uses this protocol and also one of the most widely adopted architectures 
for grid implementations, the Globus Toolkit [15], utilizes NTP for keeping the time 
coherence in all the remote components. 

In conclusion, it can be affirmed that NTP protocol features in terms of low band utilization, 
precision, diffusion and structural organization, can denote this technique as the ideal 
candidate solution to address the global time synchronization problem in the design of future 
types of grid-based systems. 

4.4 Remote sample control 

The idea of working of many scientific instruments requires an object that is examined. This 
object is called a sample and usually it must be delivered directly to the laboratory apparatus. 
This requirement rises many problems, which remote instrumentation systems have to cope 
with. Many laboratory devices need a human service during the experiment’s execution. A 
very good example of such situation is a Nuclear Magnetic Resonance experiment, where the 
sample has to be put into the spectrometer before the acquisition process. 

When we analyze the process of the remote experiment execution we can perceive few 
factors, which significantly influence their procedure when a sample is involved. The most 
important issues are the following: sample delivery and human factor.  

These aspects particularly delimit the idea of remote access to the laboratory devices and 
experiment execution “any time, anywhere”. They cause the necessity of appropriate 
experiment planning (e.g., sending a sample to the laboratory several days before tests) and 
also taking them into account in the scheduling stage. 

To be more precise, first, the sample has to be prepared (usually) by the user (researcher), 
who will be executing the experiment. Next, it is sent to a given laboratory; the scheduling 
process has to be discontinued until the sample arrives in place. The user choosing a specific 
institute and device where he/she wants to execute the experiment makes in this way the 
devices’ load balancing impossible. This problem can be solved in a situation when we have a 
specialized centre with many laboratory devices in one place. We also need to remember that 
some samples are unstable and can yield to deterioration if they are inappropriately stored  
during transportation or while waiting for the experiment.  

Sample management is strictly related with the so-called “human factor”. By the human factor 
concept we understand: device operator’s accessibility, his/her skills connected with 
preparing the work environment and many other human disabilities which influence the 
experiment time. In case of some laboratory apparatus it is necessary to set up particular 
parameters manually. Moreover, these actions can be done only when the sample is inside the 
device. These aspects make the batch job unavailable and require the presence of the device 
operator.  

Due to the specificity of the experimental sequence execution, it is very hard to characterize 
one general execution model. Thus we can state that the above-mentioned aspects make the 
generalization and automation concept of the remote instrumentation systems difficult to 
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achieve. In such a situation every system needs a special approach for some number of 
factors.  

Appropriate management of samples needs to take into consideration also additional 
functionality related to communication between operator and user, on the one hand, and 
between cooperating users, on the other. The user can communicate with the device’s 
administrator (lab technician) when he/she needs additional information for setting up and 
executing a remote experiment. This kind of contact is also valuable when the user needs an 
additional description for some special parameters for a given device, which is not directly 
mentioned in the available documentation. In case of experiments where access to samples is 
needed, communication with a lab technician allows providing information to the user about 
the sample condition and the user can instruct the technician on how to proceed with the 
sample before the experiment. Advanced users can suggest the administrator how to set up 
manual parameters (parameters that can be tuned up only manually by the technician) on a 
laboratory device. As already mentioned, the cooperation between the user and the lab 
technician is necessary and very often essential.   

Sample management needs to be also taken into account in the user interface and in the 
measurement scenario (workflow) preparation. The user interface of the remote 
instrumentation system must be equipped with tools for sample numeration and status 
changing (e.g., sample prepared, sent, delivered, inserted, etc.). This tool must be coupled 
with the scheduling system and, in this way, trigger off necessary actions (e.g., to start the 
process of scheduling on a given instrument after arriving). Next, while defining a new 
scenario, we must know which predefined sample will be used there.  

A natural after-effect when the problem with human reaction and accessibility exists is 
automation. If we look at the NMR experiment, we can see that it can be divided into two 
parts. The first one needs some operator’s activity, which includes preparing the sample, 
characterizing the probe type and mounting it into magnesium, followed by inserting the 
sample and manually tuning the probe to the appropriate frequency. The second part of this 
type of experiment is automated and can be executed remotely. 

The first stage can be automated or facilitated in two ways:  

1. by buying additional hardware that executes some operations instead of the human, 
e.g., an automatic arm that positions samples into the instrument (solution used in 
NMR spectrometers); 

2. by shifting the responsibility for some operations that are usually done by researchers 
onto qualified staff; e.g., the device operator can prepare the sample basing on text 
instructions coming from the scholar; this solution eliminates the necessity of waiting 
for the delivery from the final user. Unfortunately, researchers are not convinced to 
use help offered by laboratory staff and, usually, they want to do all things unaided.  

It must be underlined that the automation of the process can be done only in some specific 
phases with some specific research instruments. For instance, when we are considering a CAT 
(Computerized Axial Tomography) scanner, the patient must be “delivered” to the device – 
there is no other way at the moment.  

To summarize, it is obvious that sample management makes remote instrumentation more 
complicated. It influences measurement scenarios (workflow), human factors and date of 
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experiment execution. This, in turn, prevents automation of all aspects and phases of the 
remote experiments in some cases.  

Currently, there is a need to implement new-generation tools, which will take into 
consideration all mentioned aspects of sample management in remote instrumentation systems 
and will cooperate with existing modules.  

4.5 User-friendly interfaces and Workflow support 

4.5.1 User-friendly interfaces 

An easy-to-use program offers a user-friendly interface that produces a compelling, intuitive 
experience for the user. It offers elegant solutions to complex problems and has a well-
thought-out interface that uses familiar paradigms. It presents the user with tools that are 
relevant in the current context, eliminating or disabling irrelevant tools. It also warns the user 
against performing dangerous actions and provides ways to undo those actions if taken. 

A definition [16] of effective interfaces is the following: “Effective interfaces are visually 
apparent and forgiving, instilling in their users a sense of control. Users quickly see the 
breadth of their options, grasp how to achieve their goals, and do their work. Effective 
interfaces do not concern the user with the inner workings of the system. Work is carefully 
and continuously saved, with full option for the user to undo any activity at any time. Effective 
applications and services perform a maximum of work, while requiring a minimum of 
information from users.” 

4.5.1.1 Human Interface Design Principles  

This section presents some key principles critical to the design of elegant, efficient, intuitive, 
and friendly user interfaces [16-18]. We define:  

Information Design (InfoDesign): The design of external representations to extend 
knowledge. 

Interaction:  Modality to display information to one user community in a non lineal way, as 
hypertexts or information in interlaced structures, composed by semantic nodes that allow 
users choose how to move in this nodes’ network. 

Maps: Deliver a panoramic vision of the data structures and tools for finding them. The user 
is more interested in finding than in looking for – we need “find motors” not “search motors”. 

a) Usability 

There are two basic approaches in design: the artistic dream to express itself and the 
engineer’s dream to resolve the user problem. The experimental testing of designs is 
necessary, but without excluding the aesthetics aspects that anyway appear. 

The core task of design, especially in Web environments, is to communicate and to increase 
understanding. 
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Fast access to information can be desirable; slow sites with excesses of graphical components 
and animations are distracting and create hindrance. Anyway, speed is not an absolute 
objective. 

Effective communication, however, depends of the use of resources that are connected in an 
intrinsic way to the aesthetics. 

b) Metaphors 

Choose metaphors well, metaphors that will enable users to instantly grasp the finest details 
of the conceptual model. Good metaphors are stories, creating visible pictures in the mind. 
Bring metaphors alive by appealing to people’s perceptions – sight, sound, touch, and 
kinaesthesia – as well as triggering their memories. Take advantage of people’s knowledge of 
the world by using metaphors to convey concepts and features of one’s application. 
Metaphors are the building blocks in the user’s mental model of a task. 

c) Aesthetic Integrity 

Aesthetic integrity means that information is well-organized and consistent with principles of 
good visual design. A product should look pleasant on the screen, even when viewed for a 
long time. 

Keep graphics simple, and use them only when they truly enhance usability. Don’t overload 
windows and dialogs with dozens of icons or buttons. Don’t use arbitrary symbols to 
represent concepts; they may confuse or distract users. The overall layout of one’s windows 
and design of user interface elements should reflect the user’s mental model of the task one’s 
application performs.  

d) WYSIWYG (What You See Is What You Get) 

People should be able to find all the available features in the application. Don’t hide features 
by failing to make commands available in a menu. Menus present lists of commands so that 
people can see their choices rather than try to remember command names. Avoid providing 
access to features only in toolbars or contextual menus. Because toolbars and contextual 
menus may be hidden, the commands they contain should always be available in menu-bar 
menus as well. 

4.5.2 A Case Study: The UCRAV  Project ( Uso Colaborativo de 
Recursos de Alto Valor ) 

UCRAV is a pilot platform built with a set of tools designed for the Internet, whose purpose is 
to offer remote instrumentation services. 

Also as part of the survey for the generation of the impact report evaluation for the UCRAV 
Project, we asked about the capacities of communication with the operator of the instrument 
(video conference, room of conversation) and about the functions provided previous to 
analysis (reserve, logistics of samples, etc.). 
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Based on these evaluations and other external and internal tests, we identified the following 
requirements related to the user interface: 

·  Improve the graphics interface. Better handling with graphs and tables. Change in 
colors, the used colors cause sight fatigue and make the reading difficult.  

·  The process must be well defined. Interactive windows need to show the process step 
by step. 

Then, we redesigned the user interface in the Phase II of the UCRAV Project. 

The old and new interfaces for several screens of the UCRAV application are shown in the 
next pages. 

 

  
 

Figure 22 Old home page 
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Figure 23 New home page 
 

 
 

Figure 24 Old Service page 
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Figure 25 New Service page 

 

 
Figure 26 Old Reservation page 
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Figure 27 New Reservation page 
 
 

4.5.2.1 Design Principles Applied in the UCRAV redesign. 
 
a) Usability. 

The old homepage (Figure 22) presented too much information at once; the new homepage 
(Figure 23) presents only the required information that users need to perform the tasks. 

In the new homepage, the user can immediately enter the system, given the UserId and 
Password; in the old homepage the user needed two steps to enter the system. A search 
facility is present now in the new homepage.  

In the new home and reservation pages (Figures 23 and 27, respectively) there are 
organization of icons and controls in the toolbars in a simple manner compared with the old 
pages (Figures 22 and 26, respectively). 

In the new service page (Figure 25) there is one clear submenu, not a too deeply submenus as 
in the old service page (Figure 24). 

b) Maps. 

The icon “Site Map” is present in all new pages, as the icons “Home” and “Contact” too. 
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c) WYSIWYG (What You See Is What You Get). 

In all the news pages, menus present lists of commands so that people can see their choices 
rather than try to remember command names. 

d) Aesthetic Integrity. 

In news pages the information is well organized and consistent with principles of good visual 
design. The new product looks pleasant on the screen, even when viewed for a long time. 

The colours in the news interfaces are very smooth compared with the old interfaces. 

4.5.3 Workflow System Modeling for UCRAV Applicatio n. 

4.5.3.1 Workflow Systems – Introduction. 

·  What is Workflow? 

Workflow is concerned with the automation of procedures where documents, information or 
tasks are passed between participants according to a defined set of rules to achieve, or 
contribute to, an overall business goal. 

Definition – Workflow [19] 

“The computerized facilitation or automation of a business process, in whole or part.” 

Workflow is often associated with Business Process Re-engineering (BPR), which is 
concerned with the assessment, analysis, modelling, definition and subsequent operational 
implementation of the core business processes of an organization (or other business entity). 
Although not all BPR activities result in workflow implementations, workflow technology is 
often an appropriate solution, as it provides separation of the business procedure logic and its 
IT operational support, enabling subsequent changes to be incorporated into the procedural 
rules that define the business process. Conversely, not all workflow implementations 
necessarily form part of a BPR exercise, for example, implementations to automate an 
existing business procedure. 

·  What is a Workflow Management System (WFM)? 

WFM provides procedural automation of a business process by management of the sequence 
of work activities and the invocation of appropriate human and/or IT resources associated 
with the various activity steps. 

Definition – Workflow Management System [19] 

A system that completely defines, manages, and executes “workflows” through the execution 
of software, whose order of execution is driven by a computer representation of the workflow 
logic.  

At the highest level, all WFM systems may be characterized as providing support in three 
functional areas: 
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·  the Build-time functions, concerned with defining, and possibly � ptimizes, the 
workflow process and its constituent activities 

·  the Run-time control functions concerned with managing the workflow processes in 
an operational environment and sequencing the various activities to be handled as part 
of each process 

·  the Run-time interactions with human users and IT application tools for processing the 
various activity steps 

 
Figure 28 illustrates the basic characteristics of WFM systems and the relationships between 
these main functions. 

 
 

Figure 28 Workflow System Characteristics 

·  What are Build-time Functions? 

The Build-time functions are those, which result in a computerized definition of a business 
process. During this phase, a business process is translated from the real world into a formal, 
computer processable definition by the use of one or more analysis, modeling and system 
definition techniques. The resulting definition is sometimes called a process model, a process 
template, process metadata, or a process definition. 

Definition – Process Definition 

The computerized representation of a process that includes the manual definition and 
workflow definition. 

A process definition normally comprises a number of discrete activity steps, with associated 
computer and/or human operations and rules governing the progression of the process through 
the various activity steps. The process definition may be expressed in textual or graphical 
form or in a formal language notation. Some workflow systems may allow dynamic 
alterations to process definitions from the run-time operational environment, as indicated by 
the feedback arrow in the above diagram. 

Process 
Instantiation & 
Control 
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4.5.3.2 Workflow Systems and Remote Instrumentation  

Workflow management [20] is most important if experiments are conducted remotely. The 
reason for this lies in the fact that data cannot be managed locally, on the scientist’s 
workstation, but instead need to be copied from or to the remote instrument’s data storage, 
and shared among collaborating scientists. 

Scientific experiments, as well as other kinds of applications with multiple actors and logical 
activities, require the application of the workflow concept. A workflow can be defined as a 
construct, which denotes the way information is being exchanged between the different actors 
within the context of an application, and indicates their temporal or other kinds of 
dependencies. Essentially, a workflow shows how tasks are structured within a process, what 
activity follows another and what activity retrieves input from another. In the grid context, 
workflow languages are necessary, as the components of applications are loosely coupled and 
are typically (re-)composed to create new applications from the same structural blocks. 

In the last decades, there have been numerous efforts to define and implement workflow 
languages, which can describe adequately a workflow and its actors. Some of them are geared 
specifically towards web services, while others are more generic. 

4.5.3.3 Workflow Model for the UCRAV Application 
 
·  The UCRAV Project 

UCRAV (Uso Colaborativo de Recursos de Alto Valor) is a pilot platform built with a set of 
tools designed for the Internet, whose purpose is to offer remote instrumentation services. 

UCRAV uses resources available in the universities participating in the project in order to 
benefit researchers and academics from universities, research centers, and private and public 
enterprises. It also provides a new range of possibilities and benefits for both the providers 
and the users of the service. UCRAV will eliminate geographical barriers, expanding its 
services from a national level (Chile) to an international one. 

The UCRAV solution uses the Grid concept –application of distributed computing- for the 
research and development of the scientific-technological activity, allowing the remote 
visualization of instruments available within an environment of collaboration between 
researchers and users.  

All the UCRAV applications are built with open code standards. An outstanding feature is the 
use of Globus Toolkit tools for the construction of the services’ grid.  

The REUNA Corporation (National University Network – Chile), leader of the project, is 
currently working in the development and implementation of upgrades and improvements of 
the pilot version; this phase is named UCRAV II. 
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·  UCRAV Workflow Model. 
 
Mean Process. 

The mean processes in the UCRAV application are (See Figure 29):  

1. Subscription / Register 
2. Instrument Reservation 
3. Visualization / Analysis Session. 

The mean actors or profiles in the application are: 

1. Client: a user that requires a remote analysis utilizing the UCRAV platform. 
2. Operator: a user that operates the instrument locally. 
3. Administrator: a super-user that performs all the administrative tasks for the UCRAV 

platform. 

 

Figure 29 Mean Process (Level 0) Time 
 
Subscription / Register Process. 

The first step to begin the application starts with the client registration, and the client must 
subscribe to an instrument in the list. This will trigger a request to the Operator to approve or 
refuse the client / instrument subscription, according to the Operator’s criteria. This action 
(approve or refuse) will be notified to the client via mail (See Figure 30). 

 
Figure 30 Subscription/Registration Process 

 

SUBSCRIPTION 
/ REGISTER 

VISUALIZATION / 
ANALYSIS 

 INSTRUMENT 
RESERVATION 

 

Client 
Register 

Approve 
subscription 
Client / Instrument 

Notification 
(by mail) 

Instrument 
subscription 

Client. 
 

Operator. 
 

Client 
Registration 



 RINGrid – D.4.2  

 

D4-2_Final_new.doc PUBLIC Page 69 / 116 

 

  
Instrument Reservation Process. 

The client begins the session by entering UserId and Password (see the availability of the 
instrument), then it selects the option “Make Reservations”. Before the start of a session, the 
operator can approve or refuse reservations. This action (approve or refuse) will be notified to 
the client via mail.  The client sends the sample via courier to the laboratory at the remote 
location of the instrument and enters the shipment number to the application. At this time the 
users (client and operator) can see the reservations details and shipment status by the 
integration of UCRAV with the tracking system of the currier company. Finally, the operator 
sets the sample reception in the application, notifying to the client. (See Figure 31). 

 
Figure 31 Instrument Reservation Process 

 
Visualization Analysis Process. 

At reservation date and time the client and the operator begin the session by entered their 
UserId and password; then, they start the interactive session with video conference, chat and 
analysis display. They interact through the step of the analysis that can take several minutes, 
and they can download the results and end of the session. (See Figure 32). 
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Figure 32 Visualization Analysis Process 
 
 
Other Process. 

There are other administrative processes to allow the users (client, operator and administrator) 
manage data and objects of the application. (See Figures 33, 34 and 35). 

Figure 33 Other process – Client 
 
 
 

Figure 34 Other process – Operator 
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Figure 35 Other Process – Administrator. 

 

4.5.4 Workflow Management in VLAB  

The PSNC Virtual Laboratory (Vlab) is an exemplary implementation of a remote 
instrumentation system. The main goal of Vlab is the definition of a framework for building 
many different types of laboratory. It will facilitate and automate building new laboratories by 
using existing modules with their functionality. A definition of all accessible remote facilities 
as simple resources in the grid infrastructure allows treating jobs submitted to the real 
laboratory devices as any other grid task. Dynamic measurement scenarios allow flexible 
definition of the process of the experiment, from pre-processing, through executing the 
experiment, to the post-processing and visualization tasks.  

The Workflow Manager (WFM) is a part of the Virtual Laboratory architecture. The WFM 
application has been designed to help users in creating and managing their measurement 
scenarios, so they may design their experiment workflow in an easy and intuitive way. 

 
Figure 36 The Workflow Manager Application 
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The current status of the components of the Workflow Manager Application is as follows: 

·  Possibility of adding new resources, which are then controlled by the WFM 
·  Possibility of describing resource parameters in specially designed schema; 

parameters can be visualized in the GUI forms and are editable by the users 
·  Workflow designer – a tool for creating and designing measurements scenarios 
·  Job submission system  

4.5.5 VLBI and workflow management 

The Workflow Manager Application is also being developed in the EXPReS project 
(http://www.expres-eu.org). The project is planned to finish by the end of February 2009. 
Within the scope of the EXPReS project the WFM application will be integrated with the 
VLBI as a main tool for controlling and managing the observation process. The interaction 
between user and system components is presented in figure 37. 

 

 
 Figure 37 Data flow between components 

 

The data flow is initiated by the user – Principal Investigator, who creates the observation 
schedule file (VEX). After that, the Central VLBI Operator loads the VEX file into the WFM 
system. The VEX file is validated by the WFM and, based on the parameters found in the 
VEX file, an eVLBI experiment is initiated. The list of radio telescopes is taken from the 
experiment description file and devices are located on the application design pane. The last 
step required before the experiment submission into the Grid environment is mapping 
between some parameters from VEX file and Correlator Control File (CCF).  

4.5.5.1 VEX processing 
The ‘VEX-file’ format (VEX = ‘VLBI Experiment’) has been invented to prescribe a 
complete description of a VLBI experiment, including scheduling, data-taking and 
correlation. This includes all setup and configuration information, as well as the schedule of 
observations. VEX is designed to be independent of any particular VLBI data-acquisition 
system or correlator, and is expandable to accommodate new equipment, recording and 
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correlation modes. Every attempt has been made to consider the requirements and concerns of 
both the astronomy and geodetic VLBI communities in the construction of the VEX format.  

Figure 38 WFM – loading VEX file 
 
The WFM allows to load a VEX file created by the astronomer. The experiment schedule is 
than validated and analyzed. As a result, radio telescopes are drawn on the Design Pane (the 
VLBI part). 
 

Figure 39 Setting up the VLBI experiment – radio telescopes net 
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At this stage the VLBI Operator can view or change the radio telescope’s parameters by 
double clicking on the device icon or right clicking on the device (see figure 40). 

Figure 40 Resource properties 
 
An example of resource properties dialog is presented in figure 41. 

Figure 41 Resource properties dialog 
 

4.5.5.2 Designing a VLBI experiment 
 
At this stage, the VLBI part of the experiment has been defined. The WFM has the 
functionality to design a GRID part of the VLBI experiment, as well. The fixed numbers of 
file servers have to be placed on the GRID pane and assigned to the radio telescopes.  
File servers can be added into the workflow by inserting new resources into the Grid part and 
defining their parameters. 
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Figure 42 Adding a new resource 
 

Figure 43 Adding a new resource – fileserver 
 
Finally, the last missing item is a correlator node. Adding a correlator node into the design is 
done in similar way as adding a File Server.  
 
Figure 44 shows the VLBI experiment with three file servers defined and one correlation 
node. 

 
Figure 44 Sample VLBI experiment – without data flows 
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4.5.5.3 Data flows’ definition 
The last phase of the VLBI experiment definition is to show the system data flows between 
the components. This can be done by connecting two nodes by an arrow.  

Figure 45 Connecting nodes 
 
Whenever a mouse crosses over a resource on the design pane, there is a dot painted in the 
middle of the resource icon. The resource is also encircled with a border, which symbolizes 
its special state – ready for a connection with another node (see figure 45). 
 
 

Figure 46 VLBI experiment – complete scenario 
 
Figure 46 presents a final eVLBI scenario, defined by the user (in our case the VLBI 
experiment’s supervisor). There are four radio telescopes defined, which are taking part in the 
experiment. The data from the radio telescopes will be transferred to the three specified File 
Servers and then correlated in the GRID environment, by using a software correlator. Such a 
scenario can be submitted to the system. 

Target node 

Source node with 
connection port painted 
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5 Approaches to instrumentation virtualization  

5.1 Virtualization of remote instruments in GRIDCC 

Among the possible approaches toward the definition of a “universal” architectural element 
and interface toward the instrumentation, the GRIDCC Instrument Element (IE) and the 
CIMA instrument model are two of the most recent and interesting. The main features of the 
GRIDCC and CIMA architectures have been described in D3.2. Here, we summarize some 
characteristics of the IE in more detail. 

An Instrument Element provides a set of services to control and monitor remote physical 
devices. Specifically, users view the IE as a set of Web Services. Web Services provide a 
common language to the cross-domain collaboration and, at the same time, hide the internal 
implementation details of accessing specific instruments. 

That being so, the communications of external entities with the Ies are based on Web Services 
standards: WSDL (Web Services Description Language) files for describing the services, the 
Information Services for discovery, and standards for describing workflows (e.g., 
BPEL4WS), agreements (WS-Agreement), etc. This of course leads to the requirement that 
the Ies themselves and all the supporting services follow these specifications. On the other 
hand, the communication between the Ies and the corresponding instruments is dependent on 
the installation and can be handled by any network protocol or even by a physical connection, 
different from one instrument to another.  

Each Instrument Element includes a number of Instrument Managers (IM), which perform the 
actual communication with the instruments. Ims act as protocol adapters that implement the 
instrument specific protocols for accessing its functions and reading its status. Since the 
instruments are heterogeneous in nature, there is a need to support many instrument 
managers, one instance for each logical set of instruments. 

Ims are composed of three subcomponents: the command gateway, the monitor manager and 
the data mover: 

·  the command gateway accepts control requests from the Virtual Instrument Grid 
Service and forwards them to the instrument; 

·  the monitor manager is responsible for collecting monitoring data (status, errors, etc.) 
and providing it to the Information and Monitoring Service in a common format; 

·  the data collector component gathers the flow of data (if any) from the instruments; it 
then passes it to the Data Mover, which provides the interface with any external 
storage or processing elements; 

·  the finite state machine reflects the collective status of instruments controlled by the 
Instrument Manager; it receives asynchronously the state from the individual 
instruments and updates its state accordingly. 

Generally, each instrument manager is collaborating locally with the interfacing services to 
translate external requests for control or monitoring into requests that the instruments 
understand and can react to. 
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In order to ease the adaptation of the IM to the drivers of many different physical instruments, 
a further common basic layer can be adopted. With reference to the specific framework of 
telecommunication measurement instrumentation as an example, all the Ims in the Device 
Farm application of GRIDCC have been built by exploiting the facilities of a common block 
called “Instrument Abstraction Layer” (IAL) that allows handling different devices in a 
common way, both by the user and by the developer (see Figure 47). The basic idea for 
creating such a block is that each device should be identified by a proper set of variables, 
which can be written and read. The IAL acts as an interface between applications that use the 
instrument, and the driver of the instrument itself. More specifically, the IAL offers a very 
limited set of functions (e.g., connect, read, write, …) to communicate with devices. In order 
to access a specific instrument, the IM has to register a specific device (this can require to 
know some physical information, for instance, the GPIB address, the name of low level 
driver, …), and get a “handle”. The actual read/write operations can be issued by calling the 
read/write functions with the proper handle, and the names of the variables to read or write.   

The IAL is written in Java language and employs one or more dynamic-link libraries (.dll) 
that represent the actual device. 

 

 
 

Figure 47 Instrument Manager and Instrument Abstraction Layer 

5.1.1.1 Receiving measurement updates from the instruments 

As already mentioned in D3.2 in the context of the description of the solutions adopted by 
CIMA, both “push” and “pull” models can be useful for the retrieval of data from instruments 
or measurement devices. By using a slightly different terminology, these two modes of data 
transfer have been calles “in-band” and “out-of-band”, respectively, in the context of the 
GRIDCC Device Farm application, which we again take as an example to describe them in 
more detail [1, 2]. 
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a) In-band mode 

The user, after the completion of some preliminary steps, can start the actual measurement 
phase. He/she configures all the devices of the real laboratory, by sending them a set of proper 
commands, with the appropriate parameters/working points. Then, the user issues a command 
in order to get the variables that must be monitored. Each command is sent to the IE through a 
XML-SOAP remote call (see Figure 48a). This involves i) the proper formatting of the 
command into a XML message, according to the WSDL describing the IE Web Service, ii) 
the actual transmission of such a packet to the IE Web Service Engine end-point, iii) the 
reception, upon the completion of the command at the IE, of the XML response message, and 
iv) the decoding/disassembling of the message in order to collect the result of the command 
issued. 

It should be noted that, before sending the response, the IE has to wait till a new steady state 
is reached. This assures, for instance, that the targeted device has finished the execution of the 
invoked command(s), or that some new acquired data are available for the user, or the outputs 
of the device under test become steady after some stimulus. At the user end, the Applets 
receive these results and display them properly. According to this operational mode, an 
experiment consists of a sequence of excitations and responses: the user forces a new set of 
excitations and, in turn, the IE returns the monitored (scalar and/or array) variables, which 
describe the resulting system’s response. Therefore, in this operational mode, a continuous 
reading (and displaying) of an oscilloscope trace involves the continuous sending/getting of 
commands/results, thus limiting the data transfer and, consequently, the refresh frequency of 
the trace on the virtual instrument display. 

b) Out-of-band mode 

As in the previous case, the user must preliminarily set-up the experimental environment, and 
configure all the devices of the real laboratory (this is done by a sequence of commands 
delivered by means of a number of SOAP-XML remote calls, as described in the case of the 
in-band mode). After starting the experiment, the user may send a command to the IE in order 
to subscribe the reception of a group of data (e.g., a data array corresponding to an 
oscilloscope trace) from a certain device. Upon receiving this request, the IM controlling the 
device opens a channel toward a dispatcher and communicates back to the applet the “locator” 
of the channel used by the dispatcher (see Figure 48b). Then, the Applet can connect to the 
dispatcher at the specified “locator”, in order to automatically receive data, whenever they are 
released by the instrument.  

In other terms, while commands toward instrumentation are still issued in the in-band fashion, 
data acquired from instrumentation are forwarded to the dispatcher and then quickly delivered 
to the client, in order to be displayed. In this manner, the dispatcher takes care of the 
distribution of asynchronous data updates to the remote clients, independently of the presence 
of multicast support within the underlying network. It is worth noting that, though the same 
operation might be performed by the use of multiple threads at IM level, the adoption of an 
external dispatcher guarantees scalability. Furthermore, data delivery on a separate, out-of-
band, fast channel significantly improves the overall reactivity of the system. 

Which mode is more convenient depends on many factors, and on the kind of experiment 
itself. As a matter of fact, if the user is interested in knowing only the final state reached by a 
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system after a certain excitation, the first operational mode is surely the more appropriate; 
moreover, it calls for only a limited commitment of bandwidth resources. 

On the contrary, if a high level of interactivity is required – for instance, in order to allow a 
user to have a feedback of what he or she is doing – the second mode appears more 
appropriate. Obviously, the higher level of interactivity requires more bandwidth needs, as 
well as increased computational effort by all the elements involved in the experiment’s 
management. 

 
  

 

                         a)                                                                     b) 
 
 
 

Figure 48 Operational modes of the communication between the laboratory environment, the IE and the 
users’ clients 

 

5.2 Virtualization of instruments with the Common I nstrument 
Middleware Architecture (CIMA) 
 
The Common Instrument Middleware Architecture (CIMA) is an effort from the US to 
integrate scientific or other instruments and sensors into the Grid. CIMA has a set of 
requirements and design goals, the first of which is Functional Transparency. This means 
that: 
 

“The grid interfaces must completely and accurately represent each function of the 
instrument. Grid applications must be able to develop a complete operational model 
of the instrument from minimal knowledge” [3]. 

 



 RINGrid – D.4.2  

 

D4-2_Final_new.doc PUBLIC Page 82 / 116 

 

In other words, instead of providing a common set of available operations for any kind of 
instrument, like the GRIDCC middleware does, CIMA customizes the interfaces depending 
on the instrument being used. On a practical level, this is being facilitated by two specific 
targets of the CIMA approach [4]: 
 

·  Layered specification: To provide reusability and interoperability of instrument 
interfaces, CIMA strives for layered specifications. For example, a lower-layer 
specification corresponding to a pressure sensor should be reusable with that 
corresponding to a temperature sensor, with minimal modifications. Then an 
application written for one sensor would have a fair degree of functionality (i.e., 
require minimal code changes) even with another sensor. The ultimate goal of this 
approach is to promote the reuse of code components between applications. 

·  Ontology: One shortcoming of instruments and sensors is that the applications that 
use them (e.g., data acquisition codes) must have a complete operational model of the 
instruments and sensors they work with built-in as lines of code. This makes 
maintaining investments in these codes difficult and expensive when the underlying 
instrument hardware is improved. A primary design goal for this project is to 
externalize the instrument description, so that applications can build an operational 
model “on the fly”. This approach makes it possible to preserve investments in data 
acquisition codes as instrument hardware evolves, and to allow the same code to be 
used with several similar types of instruments or sensors. This is particularly 
important in situations where the instruments or sensors and the related acquisition 
and analysis codes are in their early stages of development and undergoing rapid 
change. 

 
Essentially, CIMA is using a hierarchical description of instruments and sensors, with each 
layer of this hierarchy building on the characteristics of its ancestors and introducing further 
characteristics for the sensor or instrument it represents. Using the OWL Description Logic 
formalism, CIMA then describes the functionality of the instrument virtualized, alongside 
rules for the annotation of the data it produces (physical and logical attributes of instruments 
and data). Clients to that instrument can then use these descriptions to build operational 
models on the fly and invoke operations or series of operations on the remote instrument. 
 
The classes and properties provided in these ontologies are [5] 

·  Identification of the instrument/sensor 
·  Geospatial coordinates 
·  Service endpoint 
·  Characteristics of the instrument, including normative description of the produced 

datasets (structure and semantics), response model (accuracy, resolution, sampling 
frequency, etc.) and methods to acquire the data. 

 
Eventually Web Services ports are mapped to control functions or data output of the 
instrument. Each port has an associated set of descriptors for the control function or data 
provided [6]. Figure 49 illustrates how the various parts of the system collaborate in building 
an operational model. 
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Figure 49 Implementation of Instruments Services in CIMA  

5.3 Virtual Organization Membership Service (VOMS) 
 
The Virtual Organization Membership Service has been developed by the European DataGrid 
Project (EDG) to manage a database of users, roles and capabilities for multi-institutional 
Vos. It allows large multi-institutional organizations to manage authorization rules centrally. 
The VOMS database contains Vos, which are granted access within a Grid infrastructure, the 
users who belong to each VO, their role within the VO (may be null) and their capabilities 
within the VO (may also be null). When users create their proxy certificates on a Grid that 
does not support VOMS, they typically use the command “grid-proxy-init”, which reads their 
certificates and based on which the user is authenticated when invoking the various services. 
When VOMS is available, the user may choose to invoke “voms-proxy-init”. As long as the 
User Interface (UI), where the user is logged in, is sufficiently configured to use the VOMS 
server and data, then relevant information from the VOMS DB is attached to the user proxy 
certificate. Consequently, when the user invokes a remote service and is authenticated on that, 
the service can read the VO properties from certain fields in the user’s proxy certificate. It is 
up to the service and the business logic that it implements, to grant authorization or not to the 
user, based on the value of those fields (VO, role, capabilities). 
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6 Data Management – Digital Libraries 

6.1.1 Introduction 

Data Management systems, as a very important aspect of storing and managing experiment 
results or other instrumentation processing data, should also be considered in this document. 
However, we are focusing on digital libraries as the most crucial part of those systems. They 
are in charge of physical storage and data presentation to the users, incorporating refined 
mechanisms to obtain the closest distributed repository location. 

The new generation of digital libraries, especially related with remote instrumentation, should 
not just be seen as static information repositories, but as growing, interactively, and 
collaboratively used nuclei of what will be, at some stage, a good part of human knowledge 
that depends as much on information as on communication. 

The next subsections describe some of the core standards and projects related with digital 
libraries that might be introduced in the remote instrumentation discipline. What is worth 
mentioning for all of them covers terminology reserved for typical bibliographic libraries. But 
it is relevant that they can constitute the basis for future scientific digital libraries, containing 
both publications and experimental results. 

6.1.2 Standards and common solutions in DigLibs 

6.1.2.1 OAI – PMH 

·  Introduction 

The essence of the open archives approach is to enable access to Web-accessible material 
through interoperable repositories for metadata sharing, publishing and archiving. They arose 
out of the e-print community, where a growing need for a low-barrier interoperability solution 
to access across fairly heterogeneous repositories led to the establishment of the Open 
Archives Initiative (OAI). The OAI develops and promotes a low-barrier interoperability 
framework and associated standards, originally to enhance access to e-print archives, but now 
taking into account access to other digital material. 

·  Concepts and features of OAI – PMH 

The OAI-Protocol for Metadata Harvesting (OAI-PMH) defines a low-barrier mechanism for 
harvesting records containing metadata from repositories. The OAI-PMH gives a simple 
technical option for data providers to make their metadata available to services, based on the 
open standards HTTP (Hypertext Transport Protocol) and XML (Extensible Markup 
Language). The metadata may be harvested in any format that is agreed by a community (or 
by any discrete set of data and service providers), although unqualified Dublin Core1 is 

                                                 
1 The Dublin Core metadata element set is a standard for cross-domain information resource description. It 
provides a simple and standardized set of conventions for describing things online in ways that make them easier 
to find. Dublin Core is widely used to describe digital materials such as video, sound, image, text, and composite 
media like web pages. Implementations of Dublin Core typically make use of XML and are Resource 
Description Framework based. Dublin Core is defined by NISO Standard Z39.85-2007. 
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specified to provide a basic level of interoperability. Thus, metadata from many sources can 
be gathered together in one database, and services can be provided based on this centrally 
harvested, or „aggregated” data. The link between this metadata and the related content is not 
defined by the OAI protocol. It is important to realise that OAI-PMH does not provide a 
search across this data, it simply makes it possible to bring the data together in one place. In 
order to provide services, the harvesting approach must be combined with other mechanisms.  

Much promise is seen for the use of the protocol within an open archives approach. Support 
for a new pattern for scholarly communication is the most publicised potential benefit. 
Perhaps most readily achievable are the goals of surfacing ‘hidden resources’ and low cost 
interoperability. Although the OAI-PMH is technically very simple, building coherent 
services that meet user requirements remains complex. The OAI-PMH protocol could become 
part of the infrastructure of the Web, as taken-for-granted as the HTTP protocol now is, if a 
combination of its relative simplicity and proven success by early implementers in a service 
context leads to widespread uptake by research organisations, publishers, and „memory 
organisations”. 

6.1.2.2 OAI – ORE 

ORE [8] – Object Reuse and Exchange will develop specifications that allow distributed 
repositories to exchange information about their constituent digital objects. These 
specifications will include approaches for representing digital objects and repository services 
that facilitate access and ingest of these representations. The specifications will enable a new 
generation of cross-repository services that leverage the intrinsic value of digital objects 
beyond the borders of hosting repositories. 

6.1.2.3 OpenDLib  

OpenDLib [6] is a digital library management system that makes it possible to satisfy the 
demand of supporting communication and collaboration among worldwide distributed user 
communities, using a cost effective digital library creation and operational model. It can 
handle a wide variety of document types with different formats, media, languages and 
structures. It can also manage new types of documents that have no physical counterpart, such 
as composite documents consisting of slides, video and audio recordings of a lecture or a 
seminar course. It can also maintain multiple editions, versions and manifestations of the 
same document, each described by one or more metadata records in different formats. The 
documents in OpenDLib are organised in a set of virtual collections, each characterised by its 
own access policy. Considering OpenDLib in the context of remote instrumentation it can be 
seen as the complex repository storing experiments results or few versions of the experiment 
conducted by the same scientist. 

The basic release of OpenDLib provides services to support submission, description, 
indexing, search, browsing, retrieval, access, preservation and visualization of documents. 
Documents can be submitted as files in a chosen format or as URLs to documents stored 
elsewhere. They can be described using one or more metadata formats. The search service 
offers different search options: text tree or fielded. Documents retrieved can be navigated over 
all their editions, versions, structures, metadata and formats.  
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OpenDLib provides other digital library specific services such as control of access policies on 
documents and management of “user-shelves”, able to maintain document versions, result-
sets, session results and other information, etc. 

From the architectural point of view, OpenDLib consists of an open federation of services that 
can be distributed and replicated. This architecture provides a great flexibility of the digital 
library. For example, an institution can decide to maintain an instance of the repository 
service in order to have local control over its own document, but to share all the other services 
with other institutions. 

The OpenDLib architecture has been designed to be highly interoperable with other libraries. 
In particular, an OpenDLib can act as both an OAI-PMH data and service provider. This 
implies that metadata maintained by an OpenDLib digital library can be open to other 
libraries and, vice-versa, the OpenDLib services can access the metadata published by any 
other OAI-PMH compliant library. 

6.1.3 Libraries’ integration  

6.1.3.1 Delos 

The DELOS [5] (a Network of Excellence on Digital Libraries) network is conducting a joint 
program of activities aimed at integrating and coordinating the ongoing research activities of 
the major European teams working in Digital-Library-related areas with the goal of 
developing the next generation Digital Library technologies. DELOS also aims at 
disseminating knowledge of digital library technologies to many diverse application domains. 
It started on the 1st of January 2004, and it is partially funded by the European Commission in 
the frame of the Information Society Technologies Programme. It has a duration of 48 months 
and presently concentrates 55 members. 

The objective is to: 

·  define unifying and comprehensive theories and frameworks over the life-cycle of 
Digital Library information, 

·  build interoperable multimodal/multilingual services and integrated content 
management, ranging from personal to global for the specialist and the general 
population; the Network aims at developing generic Digital Library technology to be 
incorporated into industrial-strength Digital Library Management Systems (DLMSs), 
offering advanced functionality through reliable and extensible services. 

Other important objectives include: 

·  networking and structuring European research on digital libraries to consolidate an 
emerging community; 

·  supporting an exchange program of researchers; 
·  providing a forum where researchers, practitioners, and representatives of the 

application communities can exchange ideas and experiences; 
·  promoting cooperation between European and national digital library initiatives; 
·  improving international cooperation in digital library research areas.  
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6.1.3.2 EDLproject 

EDLproject [11], started in September 2006 and funded under the eContentplus, programme, 
is currently working towards the integration of the bibliographic catalogues and digital 
collections of 9 European National Libraries, which were not yet part of The European 
Library. EDLproject also addresses the enhancement of multilingual capabilities of The 
European Library portal, takes first steps towards collaboration between The European 
Library and other non-library cultural initiatives, and expands the marketing and 
communication activities of The European Library service. EDLproject builds on the existing 
“The European Library”, a service funded by CENL, the Conference of European National 
Librarians, providing unified access to the electronic resources of the main European National 
Libraries, as well as to other library services. The project is also a continuation of the TEL-
ME-MOR project, which has supported The European Library with the inclusion in the 
service of the ten New Member States National Libraries. EDLproject is a direct response to 
the request of Foster links with business schools and similar institutions, Commissioner for 
Information Society and Media, made at the CENL conference in Luxembourg on September 
29, 2005, that national libraries should use their influence in the debate on the digitisation of 
European content for access through the web. 

Main objectives of the project are:  

·  EDLproject integrates the bibliographic catalogues and digital collections of the 
National Libraries of Belgium, Greece, Iceland, Ireland, Liechtenstein, Luxembourg, 
Norway, Spain and Sweden, into The European Library: by the end of 2007 ALL EU 
countries will be members of the European Library service. 

·  EDLproject further enhances access to the European Library portal, by continuing to 
develop its multi-lingual capacity. 

·  EDLproject takes first steps towards collaboration between The European Library and 
other non-library cultural initiatives, and expands the marketing and communication 
activities of The European Library service. 

·  EDLproject leverages the influence and resources of CENL as a key player and 
stakeholder in the content field to work towards a consensual resolution of certain 
issues raised by the Communication “i2010: Digital Libraries”, such as potential 
availability of digital content from national libraries and the scope for collaboration 
between The European Library and other content providers funded by eContentplus. 

6.1.3.3 Driver 

The ”Digital Repository Infrastructure Vision for European Research” [12] project, in contrast 
to EDLproject, represents the scientific environment. It responds to the vision that any form 
of scientific-content resource, including scientific/technical reports, research articles, 
experimental or observational data, rich media and other digital objects should be freely 
accessible through simple Internet-based infrastructures. Like GEANT2, the successful 
European network for computing resources, data storage and transport, the new DRIVER 
repository infrastructure will enable researchers to plug into the new knowledge base and use 
scientific content in a standardised, open way. The project is funded by the European 
Commission, under the auspices of the „Research Infrastructure” unit. 
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The vision, to be accomplished in a second phase, is to establish the successful interoperation 
of both data network and knowledge repositories as integral parts of the E-infrastructure for 
research and education in Europe.  

DRIVER meets the three key strategic objectives of the EC programme for research 
infrastructures:  

·  it optimises the use of the technical infrastructure GEANT by delivering all types of 
content resources,  

·  it contributes to the creation of a new Europe wide infrastructure for knowledge, and  
·  it aggregates and presents the knowledge base of European research to the world.  

The knowledge infrastructure test bed, delivered by DRIVER, will be based on nationally 
organised digital repository infrastructures, similar to GEANT2 and the NREN’s. The 
successful DARE network in the Netherlands, recently presented to the public by the project 
partner SURF, will serve as model to DRIVER.  

DRIVER with its test bed will not build a specific digital repository system with pre-defined 
services, based on a specific technology and serving dedicated communities. Since its 
inception, the test bed will focus on the infrastructural aspect, i.e., open, clearly defined 
interfaces to the content network, which allow any qualified service-provider to build services 
on top of it. Like the data network GEANT, DRIVER’s knowledge infrastructure offers 
mainly a well-structured, reliable and trustworthy basis. DRIVER opens up knowledge to the 
communities, it does not prescribe how to use the knowledge. 

DRIVER has identified key issues currently hampering the discovery and access of materials 
held in Open Archives repositories and has developed Guidelines for Content Providers to 
address these issues with advice on their implementation. A key recommendation of the 
DRIVER guidelines is that repository managers implement metadata ‘sets’. This will allow 
metadata records which link to full text, to be easily distinguished from metadata-only records 
and allow search services to provide full text searching. DRIVER is working with software 
developers to develop software specific solutions to meet this requirement. 

6.1.4 Performance & reliability 

6.1.4.1 DigLibs vs. grid 

As Digital Libraries move towards more user centric, pro-active, collaborative functionality 
and application diversity, they should be among the first to take advantage of environments 
providing unlimited levels of processing power, unlimited amounts of information, and an 
unlimited variety of services. The long-term vision of the field for creating Dynamic 
Universal Knowledge Environments calls for intensive computation and processing of very 
large amounts of information; hence, the needs for the appropriate distributed architecture are 
pressing. Grid technologies are at the forefront of these developments. Some of the ideas have 
been already introduced in the real-life working applications. The main example is 
OpenDLibG (some base notes are described in 6.1.2.3), which has been extended in order to 
make it able to exploit the storage and processing capability offered by a gLite Grid 
infrastructure (a Grid middleware recently released by [4], the largest Grid infrastructure 
project currently being funded in Europe). 
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In order to equip OpenDLib with the capabilities required to exploit a gLite-compliant 
infrastructure, the following new services have been designed: 

·  gLite SE2 broker –  interfaces OpenDLib services with the pool of Ses made available 
via the gLite software and � ptimizes their usage. 

·  gLite WMS3 wrapper –  provides OpenDLib services with an interface to the pool of 
gLite Ces4 and implements the logic needed to optimize their usage. 

·  gLite Identity Provider – maps the OpenDLib user and service identities onto gLite 
user identities that are recognized and authorized to use gLite resources. 

·  OpenDLib Repository++ – implements an enhanced version of the 
OpenDLibRepository service. It is equipped with the logic required to manage and 
optimize the usage of both OpenDLib repositories and gLite Ses, as well as to manage 
novel mechanisms for the dynamic generation of document manifestations. 

Not going much into details as a result of this extension OpenDLibG can provide both a more 
advanced functionality on novel information objects and a better quality of service without 
requiring a very expensive infrastructure. The integration of OpenDLib with a Grid 
infrastructure not only makes it possible to handle the new type of objects, but it also supports 
any functionality whose implementation requires intensive batch computations. 

For example, periodic complex feature extraction on large document collections or generation 
and storage of multiple and alternative manifestations for preservation purposes can similarly 
be supported while maintaining a good quality of service. The next future plan is to extend the 
system with novel and distributed algorithms for providing DL functionality relying on the 
huge amount of computing and storage power provided by the Grid. 

6.1.4.2 Data migration and replication 

As long as the data containers capacity usage is growing up and access time to the required 
information may elongate (because of search time in data repositories), migration mechanisms 
may become a very important issue addressed in the near future. The closest container 
location detection based algorithms already exist that address this area of potential interest. 
This topic is strongly related with data replication. When one path between user (client) and 
digital library is broken, another can be used or the other data storage centre can replace the 
one that cannot be accessed to due to problems such as network delays, etc. 

6.1.4.3 Integration with application servers 

Some of the digital libraries attempt to integrate their resources with application servers that 
could provide the data to the DL as a result of experiments or post-processing computations. 
Such a solution has been already introduced in the Vlab system, where the results of NMR 
spectroscopy experiments are transferred to DL and associated with scientists, who conducted 
the experiment, publications, etc. Then, the resources can be shared with other scientists, 
students, or other groups interested. 

                                                 
2 SE – Storage Element 
3 WMS – Workload manager 
4 CE – Computing Element 
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6.1.5 Information retrieval and data analysis 

6.1.5.1 DOI 

The DOI (digital object identifier) System is for identifying content objects in the digital 
environment. DOI® names are assigned to any entity for use on digital networks. They are 
used to provide current information, including where they (or information about them) can be 
found on the Internet. Information about a digital object may change over time, including 
where to find it, but its DOI name will not change. 

The DOI System provides a framework for persistent identification, managing intellectual 
content, managing metadata, linking customers with content suppliers, facilitating electronic 
commerce, and enabling automated management of media. DOI names can be used for any 
form of management of any data, whether commercial or non-commercial.  

The system is managed by the International DOI Foundation, an open membership 
consortium, including both commercial and non-commercial partners, and has recently been 
accepted for standardisation within ISO. Over 28 million DOI names have been assigned by 
DOI System Registration Agencies in the US, Australasia, and Europe.  

6.1.5.2 Web 2.0 

The idea of comprising Digital libraries with some topics of Web2.0 seems to be very 
interesting in the scope of DL evolution. Gaining data from users, based on their input from 
search engines (i.e., Google) they could be rated or commented in some way (additionally 
please see 6.1.5.7). 

The central principle behind the success of the giants born in the Web 1.0 era who have 
survived to lead to the Web 2.0 [3] era appears to be this: that they have embraced the power 
of the web to harness collective intelligence: 

·  Hyperlinking is the foundation of the web. As users add new content, and new sites, 
the structure of the web is modified dynamically by them and by other users 
discovering the content and linking to it. Much as synapses form in the brain, with 
associations becoming stronger through repetition or intensity, the web of connections 
grows organically as an output of the collective activity of all web users. 

·  Yahoo!, the first great Internet success story, was born as a catalogue, or directory of 
links, an aggregation of the best work of thousands, then millions of web users. While 
Yahoo! Has since moved into the business of creating many types of content, its role 
as a portal to the collective work of the net’s users remains the core of its value. 

·  Google’s breakthrough in search, which quickly made it the undisputed search market 
leader, was PageRank, a method of using the link structure of the web, rather than just 
the characteristics of documents to provide better search results. 

·  eBay’s product is the collective activity of all its users; like the web itself, eBay grows 
organically in response to user activity, and the company’s role is as an enabler of a 
context in which that user activity can happen. What’s more, eBay’s competitive 
advantage comes almost entirely from the critical mass of buyers and sellers, which 
makes any new entrant offering similar services significantly less attractive. 
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·  Amazon sells the same products as competitors, such as Barnesandnoble.com, and 
they receive the same product descriptions, cover images, and editorial content from 
their vendors. But Amazon has made a science of user engagement. They have an 
order of magnitude more user reviews, invitations to participate in varied ways on 
virtually every page, and even more importantly, they exploit user activity to produce 
better search results. While a Barnesandnoble.com search is likely to lead with the 
company’s own products, or sponsored results, Amazon always leads with “most 
popular”, a real-time computation based not only on sales but other factors that 
Amazon insiders call the “flow” around products. With an order of magnitude more 
user participation, it is no surprise that Amazon’s sales also outpace competitors. 

6.1.5.3 Integration with data analysis mechanisms (BOTs) 

An interesting idea that is worth mentioning is integrating digital libraries with Internet bots, 
also known as web robots, WWW robots or simply bots, which are software applications that 
run automated tasks over the Internet and automatically identify objects. Using such a 
mechanism in the digital library could improve intelligent data sorting or clustering. 

6.1.5.4 Integration with AI 

One of the directions Dls might go, and which might increase their power, is a deep 
integration with artificial intelligence mechanisms and algorithms, like neural networks, 
predicate logic, etc. (and others, such as programming languages) and the smooth 
combination of a number of successful concepts from those fields. 

The artificial intelligence community has already appropriated the term to mean the 
construction of knowledge models, which specify concepts or objects, their attributes, and 
inter-relationships. A knowledge model is a specification of a domain, or problem solving 
behaviour, which abstracts from implementation-centred considerations and focuses instead 
on the concepts, relations and reasoning steps characterizing the phenomenon under 
investigation. The application of knowledge modelling in some projects is to implement a 
semantic network, which expresses important aspects of the web of ideas and perspectives 
implicit in the documents and minds of a certain community. 

6.1.5.5 User profile based content search 

This attempt is based on the user profile. Exploiting the user’s preferences, regarding 
information such as education, interests, age, sex, etc. some valuable data can be obtained 
(interesting articles, files, etc). 

6.1.5.6 Content comparison 

Another very interesting idea that is worth dealing with is the analysis of the result of a user 
query searching for a result in different digital libraries. The point is to gather the results from 
all searched libraries and present the user a common, coherent part. This would imply creating 
a special mechanism, using very complex content comparison algorithms. 
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6.1.5.7 User queries analysis 

Recently, new research activities started in the field of analysis of user queries. As an 
example, Yahoo!’s solution can be given. It is called Mindset and applies a new twist on 
search that uses machine-learning technology to give one a choice: View Yahoo! Search 
results sorted according to whether they are more commercial or more informational (i.e., 
from academic, non-commercial, or research-oriented sources). Mindset assigns each page a 
relatively continuous score, ranging from -2 (most commercial) to +2 (most informational). 
Pages scored 0 are a balance of commercial and informational. Scores are assigned using 
machine learning technology developed at Yahoo! Research to score web results. The user 
can take advantage of the slider at the top of the page to control and decide how the user 
wants the results sorted. The midpoint of the slider represents the default setting. In this 
position, the order of results matches Yahoo! Web search results. As the user moves the slider 
right, toward „researching”, or left toward „shopping”, the results are automatically re-sorted. 

 

 
 

Figure 50 Yahoo! Mindset 

6.1.6 Security 

Due to the potentially high value of data stored in digital libraries, security issues are and will 
remain very important. Digital libraries use various security policies, starting from basic 
username/password authentication and ending up on more sophisticated ones (i.e., grid-based 
authentications).  

Below, some new security initiatives are described, which may be introduced in the field of 
Dls. 
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6.1.6.1 OpenID 

OpenID [10] is a decentralized single sign-on system. Using OpenID-enabled sites, web users 
do not need to remember traditional authentication tokens, such as username and password. 
Instead, they only need to be previously registered on a website with an OpenID „identity 
provider”, sometimes called an i-broker. Since OpenID is decentralized, any website can 
employ OpenID software as a way for users to sign in; OpenID solves the problem without 
relying on any centralized website to confirm digital identity. OpenID is increasingly gaining 
adoption among large sites, with organizations like AOL acting as a provider. In addition, 
integrated OpenID support has been made a high priority in Firefox 3 and Microsoft is 
working on implementing OpenID 2.0 in Windows Vista.  

OpenID has its pros and cons (e.g., some observers noticed security weaknesses and 
vulnerability to phishing attacks) 

The Dlibra [2] distributed system, built by PSNC on top of the PIONIER (Polish Optical 
Internet) network is planning to introduce OpenID and thus make it working together with the 
other system developed at PSNC – Interklasa (Polish Educational Portal), to enable school 
children to make use of resources of the Digital Library of the Wielkopolska Region. 

6.1.6.2 Certificates & access rights 

Currently in most of the digital libraries the user who wants to access their resources has to 
log in to each one separately. If we want to “merge” all of them into one accessible resource, 
a special mechanism is required, which unifies user access. Some attempts in this area have 
already been made.  

Some of the strategies rely on the division of users into logical groups (interests, sex, 
occupation), which have access to part of the resources (i.e., a chemist can browse the 
catalogues containing articles related with chemistry, etc.). Others implement, for instance, 
certificates assigned to users. 
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7 Access and Core Network support: Capacity, Mobili ty, 
Convergence 

7.1 Access and Core Network Capacity  
 
We have seen that most research networks in both Europe and Latin America provide high-
speed aggregate capacity in the core. However, the situation is much more heterogeneous 
when the access network is taken into account. A first distinction to be made in this sense 
regards the access from research institutions and from the public at large. Whereas 
researchers, accessing remote facilities for their working purposes, can often count on high-
speed campus access (or may envisage high-speed access in the near future), less privileged 
users exist. These are user categories that may need to access remote instrumentation for 
educational or demonstration purposes (high-school students, home users, users on the move, 
SMEs needing temporary access to instrumental resources, etc.). In this case, the access 
network limitations should be taken into account, and applications should be able to scale 
gracefully, adjusting to the clients’ capabilities. 
We start by examining the current evolution in the Brazilian network to provide access to 
research institutions, as it presents some interesting approaches to metro area optical 
networking. 
 

7.2 Metro Optical Access: the Brazilian experience 

7.2.1 The evolution of the Brazilian NREN core netw ork 

The Brazilian National Research and Education Network (RNP), launched in 1992, was the 
first national IP backbone network in Brazil to serve the academic and research communities. 
Since then, the national network run by RNP has evolved through four significant increases in 
capacity and technology. In November 2005, the RNP core network reached its fifth 
generation – the Ipê network, depicted in Figure 51 – following the global tendency to 
increase the link capacities of national networks to multiple Gbps.  
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Figure 51 The Brazilian core network topology 
 

Currently, the Ipê network backbone is comprised of 27 Points of Presence (PoPs), one in 
each of the national and 26 state capital cities of Brazil, and provides an aggregate bandwidth 
of around 60 Gbps. The backbone´s multi-Gbps core, which involves the links connecting the 
10 principal cities of the national network, employs a solution based on unprotected 
transparent lambdas of 2.5 and 10 Gbps, contracted with local telcos. 

The available bandwidth in the Ipê backbone ensures that the Brazilian core network should 
not become congested in the next few years. Bottleneck conditions, however, have now 
moved to the access networks, impacting the quality of communication resources at the 
disposal of research and education community, and, consequently, the widespread use of 
advanced applications, including remote instrumentation. The solution which is being applied 
to this problem in Brazil is the deployment of metropolitan optical networks, in the context of 
a national programme of Community Networks for Research and Education (Redecomep). 
The experience gained in a previous RNP initiative to deploy metropolitan optical networks 
for testbed use (ReMAVs), many of them still operational, provided an important background 
to this new initiative. The design and deployment of the metro optical networks of RNP´s 
Project GIGA, aimed at the development of technologies, applications and services related to 
IP technology and broadband [1], also provided a relevant input to this program. 

7.2.2 Brazilian Community Networks for Research and  Education 
(Redecomep) 

The main objective of the Brazilian Community Networks for Research and Education Project 
(Redecomep) is to promote the deployment of community metropolitan networks in the 26 
cities that house PoPs of the network core of the Ipê national network. The model adopted in 
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this project is based on the deployment of an optical infrastructure dedicated to research and 
higher education institutions, and on establishing consortia formed by the participating 
institutions to guarantee sustainability.  

The project Redecomep is based on project MetroBel, a pioneer initiative to deploy an 
academic community metro optical network in the city of Belem, capital of Pará State in 
northern Brazil [2]. 

7.2.2.1 Project MetroBel 

The project MetroBel resulted from a feasibility study of installing an optical metro network 
to serve public and private research and higher education institutions located in the 
metropolitan area of Belém. Coordinated by RNP, in partnership with the Universidade 
Federal do Pará (UFPA), this study led to a network design based on a common, shared 
optical infrastructure meeting the following objectives: 

·  integration of multicampus institutions by use of a single internal network 
·  interconnection between the different participating institutions 
·  provision of access to the PoP of the national core network, located on the main 

campus of UFPA. 

The institutions contemplated in this study had already independent solutions for intercampus 
connectivity and Internet access, usually based on low capacity and expensive point-to-point 
urban links rented from a local telco. The proposed alternative was to use aerial fiber optic 
cable in a ring topology, in order to provide robust links between the different campi of each 
institution. The key to lowered costs is to share the same optical infrastructure for all the 
institutions in the project. The local electrical power company agreed to permit the use of 
their utility poles for the fiber optic cable, and was in fact interested in using a pair of 
strandsin the installed cable for its own purposes.  

Separation between the internal networks of the different institutions is implemented by 
dedicating a different strand-pair to each institution, which may be used for internal 
communication. To enable access to the RNP national network, each institutional strand-pair 
also connects to the RNP PoP located in the main campus of UFPA. 

Topologically, the resulting network is a set of separate intitutional rings joined at the PoP – a 
star of rings (see Figure 52a). An alternative topology, a ring of rings, adopted by the REPAM 
project in Manaus, provides interconnection of separate institutions and to the RNP PoP using 
an additional ring to which one site in each institution is connected (see Figure 52b).  The 
choice of topology determines the type of equipment needed. Today’s link technology of 
choice is Gigabit Ethernet, for reasons of price/performance. In principle, each institution will 
require a two optical port switch for attachment of each campus to the ring. With a star of 
rings topology, the PoP will require a larger capacity switch, with a pair of optical ports for 
each institutional ring. The ring of rings topology requires a smaller switch at the PoP. The 
equipment costs for connecting 30 campi in this manner do not exceed USD 240,000, giving 
total investment costs of USD 600,000. Most of this investment is covered by a grant of 
around USD 450,000 made by the Brazilian Ministry of Science and Technology; direct 
investments from three private universities taking part in the project complement the Brazilian 
government´s contribution. 
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Figure 52 Alternative topologies for a multi-institutional metro network 

The annual cost of running this network has been estimated at around USD 100,000, which 
corresponds to almost USD 8,000 per participating institution. This includes operations staff, 
cable maintenance and rental of the utility poles. The investment costs of USD 600,000 
correspond to about two years and 4 months of the telco rental fees for involved institutions; 
the total (investment + operating) cost of a 1 Gbps urban link using the new infrastructure 
over a five year period is a little over USD 6,000 per annum, which is somewhat less than the 
present cost of a 256 kbps link, for 4,000 times the bandwidth. 

The MetroBel network was inaugurated in May, 2007, and involved the installation of 50 km 
of optical fibre cables (see the map in Figure 53). Currently plans are underway to more than 
double the network footprint, to handle the needs of state and municipal governments in 
Belém. 
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Figure 53 The MetroBel network 

 

7.2.3 Extending the community metro networks in Bra zil 

The successful experience of the project MetroBel motivated the Brazilian Ministry of 
Science and Technology to provide a two-year grant to support the project Redecomep, also 
coordinated by RNP [3]. The purpose now is to extend the approach adopted in the metro 
network in Belém to the federal capital, Brasilia, and the other 25 cities throughout the 
country where PoPs of the national network are located.  

After the deployment of each metro network, its sustainability must be guaranteed by a 
consortium formed by the participating institutions. In order to qualify technicians from the 
academic institutions and RNP PoPs to operate and manage the new infrastructure, special 
training programs are being planned. 

As it is unfeasible to deploy all the metro networks simultaneously, priority is given to the 
cities where planning is most advanced. Apart from identifying potential candidate 
institutions and available local resources, the project methodology specifies a series of steps 
to be carried out, including, among other items, project management planning, appointing of 
manager, steering and technical committees, specification of physical and logical network 
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design, signature of a MoU, deployment of the physical (cable) and logical (equipment) 
networks, and planning of network maintenance and operation. 

The current status of the Redecomep project is presented below: 
 

Cities that have already signed a  MoU 27 
Cities where the community metro 
network is being deployed 

9 

Cities where the community metro 
network has been deployed 

2 

Participating institutions 290 
Estimated coverage 1200 km 

7.2.4 Issues 

Currently, the project Redecomep involves only state capitals. Some important 
instrumentation sites are included in the proposed metro networks, such as the communication 
antennas of the Instituto de Pesquisas Espaciais (INPE) in Corumbá, capital of Mato Grosso 
state, used for receiving satellite images used for earth observation, and the Radio-observatory 
of the Northeast, ROEN, also belonging to INPE and located in Fortaleza, capital of Ceará 
state, which is engaged in international VLBI cooperations, mainly in geodesy applications. 
However, there are several research institutions in Brazil that are not located in those cities, 
including institutions that represent potential participants in remote instrumentation 
collaborations, like LNA (Laboratório Nacional de Astrofísica), and LNLS (Laboratório 
Nacional de Luz Sincrotron). Many of these institutions, though, are directly connected to one 
of the PoPs of the national core network; the cities where those institutions are located thus 
represent relevant candidates for the deployment of a metro optical network. 

 

7.3 Mobility support 

The Grid is already being successfully used in many scientific applications where huge 
amounts of data have to be processed and/or stored. Such demanding applications have 
created, justified and widespread the concept of Grid within the scientific community. 

Grids and mobile Grids can be the ideal solution for many large scale applications, such as 
large scale distributed measurements or data acquisition, that are of dynamic nature and 
require transparency for users. In this framework, the grid increases the job throughput and 
performance of the involved applications and will increase the utilization rate of resources, by 
applying efficient mechanisms for resource management. It will enable advanced forms of 
cooperative work by allowing the seamless integration of resources, data, services and 
ontologies 

As extensively discussed in D4.1, current Grid systems show limitations in cooperating with 
wireless access networks, which typically exhibit poor performance and dynamically 
changing characteristics. However, the introduction of mobility into remote instrumentation, 
both on the user side and on the instrument side, can provide significant benefits in scenarios 
where wired solutions would not be feasible. In particular, the introduction of mobility to 
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remote instrumentation requires the provision of mechanisms that permit grid infrastructures 
to accommodate the behavior and characteristics of a wireless access network. 

A Mobile Grid enables the mobility of the users requesting access to a fixed Grid or Remote 
Instrumentation services as well as of the resources, which themselves are part of the Grid.  

Both cases have their own limitations and constraints that should be handled. In the first case 
the devices of the mobile users act as interfaces to the Grid. Mobile users are therefore 
allowed to access and control the Remote Instrumentation, submit jobs, monitor and manage 
the activities, according to an “everywhere at every time in any context” paradigm, while the 
Grid provides them with high reliability, performance and cost-efficiency. Physical 
limitations of the mobile devices make necessary the adaptation of the services that Grid can 
provide to the users’ mobile devices. 

In case of mobile Grid resources, we should underline that the performance of current mobile 
devices is significantly increased. Laptops and PDAs can provide aggregated computational 
capability when gathered in hotspots, forming a Grid on site. This capability can advantage 
the usage of Grid applications even in places where this would have not been possible. 

7.3.1 The Akogrimo project  

Akogrimo [4] is a project, funded by the EC under the FP6-IST programme, which runs from 
July 2004 until September 2007. The project team comprises 16 European partners. 
The innovations of Akogrimo are driven by two major strands: 

a) Enhancement of conventional value chains for Grids towards a more complex value 
network and a derived Business Modelling Framework; 

b) Technical challenges concerning mobility and the need to integrate it with existing 
infrastructure services of modern networks, such as cross organizational accounting 
facilities.  

From a technical viewpoint, the major differentiator to other efforts around Next Generation 
Grids is the realization of a solution that is able to cope with the following type of end users 
and to handle device or session mobility as defined below: 

·  Nomadic User: A nomadic user is changing its physical location and is aiming to 
connect to the Internet and to the Grid from these different locations. While the user is 
changing its location the device is switched off. 

·  Mobile User: A true mobile user is a nomadic user that changes the network in online 
mode. This imposes additional requirements as the change, e.g., of the IP Address, 
must be handled in real-time. 

·  Device or Session Mobility: Device mobility means that a session is moved from one 
device to another device while maintaining the session. So, for example, after starting 
a session with a PDA a user may decide to continue the session with his desktop PC. 

Figure 54  shows the major building blocks of the Akogrimo architecture. 
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Figure 54 Akogrimo project Architecture 
 

The overall architecture is organized in several layers, which must be seen as logical 
grouping. The Network Services Layer and the Network Middleware Services Layer cover 
the realization of the Mobile Ipv6-based infrastructure, as well as the other necessary 
components on top of the transport layer, such as the QoS Broker enabling context driven 
selection of different bandwidth bundles, the Network Management components, SIP-based 
components for real-time communications, AAA components with Auditing and Charging 
functionalities for a commercial infrastructure, an integrated discovery mechanism for local 
and global services, and the network related context management. Moreover, these two lower 
layers realize the virtualization of network resources to leverage them on the Service Oriented 
Architecture based Grid infrastructure and Application Support layer. 

The communication among services is fully compliant with Web Services standards, which 
rely on the usage of SOAP. Hence, the heterogeneity of different access networks, the 
different lower levels protocols, the handling of context propagation and SIP session 
management are hidden through a virtualization provided by the standardized Web Services 
Notification mechanism. 

The Grid infrastructure and application support layers provide the components needed to 
enable mobile collaborative activities, by realizing an SLA management or workflow 
enactment designed to react on changes of the context related to network and transport 
parameters or device capabilities. 

 

7.4 Ipv6 support 

7.4.1 Background Remote Instrumentation Services Ov er IP 
Networks 

As described in D3.1, D3.2, D4.1, Remote Instrumentation services can be based on different 
types of grid middleware and have very different features in terms of network requirements. 
Concerning the network protocol architecture, Grid systems generally rely on Internet 
Protocol version 4 (Ipv4), but, in the last few years, Ipv6 has emerged as a possible solution to 
replace Ipv4. 
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Since Ipv6 is expected to become the core protocol for next generation networks, Remote 
Instrumentation services and, more in general all Grid systems, which could benefit from the 
extended address space and management features of Ipv6, must track the migration of the 
lower-layer network protocols to Ipv6. However, the period of transition from Ipv4 to Ipv6 
will not be short. Hence, it is important to make these applications work on both Ipv4 and 
Ipv6, and to be able to make them run in heterogeneous Ipv4/Ipv6 networks. 

While it is clear to those concerned with networks that Ipv6 is an important development, 
most of those concerned with Grid systems are not interested in the network level at all. This 
has resulted in some problems in the way that software has been structured, which, in turn, 
causes some problems in the migration to Ipv6. 

There is a lot of activity in the development of Grid infrastructures. It deals with the provision 
of networks, the provision of special middleware between Grid applications and the network 
software, and the applications themselves.  

While it is intended that Grid computing be carried out over the general Internet or Enterprise 
Intranet, the requirements made by the networks on either the applications or the middleware 
are largely ignored.  

Many activities carried out by the Open Grid Forum’s Ipv6 Working Group (OGF-Ipv6-WG) 
[5] and in some European and International projects [6] are designed to address this current 
gap. 

Middleware for Grid computing is designed so that the applications can be run on clusters of 
computers or on distributed computing. The aim of the middleware is to provide all the 
functions required by the applications. The interest in Grid computing is so large, that an 
international body, the Open Grid Forum (OGF), is responsible for standardizing middleware 
interfaces and services. Within the OGF, an Ipv6 Working Group has been started. The 
deliberations of this Working Group are discussed in Section 7.5, because they highlight some 
issues that must be addressed when Grid infrastructures and Ipv6 are used together. While 
there are many implementations of Grid middleware, that of the Globus Consortium is the 
most heavily used one. Globus software is discussed in Section 7.6, and the endeavors to 
move it to work over Ipv6 networks are discussed in Section 7.7. 

 

7.4.2 Why Ipv6 and Grid? 

During the last years, the EU has been stressing the need of switching to Ipv6 to provide 
better QoS support and a relevant set of additional features. 

The bulk of the Ipv6 standards (e.g. [7]) were ratified in the Internet Engineering Task Force 
(IETF) in 1998. Ipv6 fulfils the future demands on address space, and also addresses other 
features, such as multicast, encryption, Quality of Service, better support for mobile 
computing, and straightforward identification and switching of flows. In comparison to the 
current Ipv4 protocol family, Ipv6 offers a number of significant advantages. Most of these 
advantages will also be very useful for Grid and Remote Instrumentation purposes. The Ipv6 
data format does not really provide most of these advantages by itself. However, the design of 
the Ipv6 protocol suite has taken the opportunity to re-design the relevant protocols with a 
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better and more logical system; for example, the Ipv6 renumbering mechanism could simplify 
dynamic mergers and acquisitions of Virtual Organizations in Grid systems.  

We address here three major features (bigger address space, mobility support and security 
support), which are relevant also for Remote Instrumentation services, but there are many 
other potential benefits of Ipv6, such as auto-configuration, QoS support, easier traffic 
engineering, etc.  

7.4.2.1 Bigger Address Space 

With its 128-bit address space and much better address aggregation properties, Ipv6 
potentially makes massive scaling of Grid networking possible; this is important in view of 
the aims to deploy Remote Instrumentation services, which adopt a large number of devices 
for acquiring data (e.g., sensor networks). 

With the enlarged address space, workarounds like NATs (Network Address Translation) are 
no longer needed. This allows full, global IP connectivity for IP-based devices, as well as 
upcoming mobile devices – all can benefit from full IP access through end-to-end services. 
There can be multiple addresses for a single interface, where the addresses can be used for 
different functions. The large address space allows for simpler end-to-end security, Ipv6 
renumbering mechanism, separated addressing and routing, etc. 

7.4.2.2 Mobility Support 

Until recently, most Grid research has focused only on fixed systems. However, the mobility 
support within Grid systems will be needed as mobility takes an ever more important role in 
modern life. The Mobile-Grid-specific autoconfiguration mechanisms can be exploited to 
allow a Grid Mobile node to use the Grid resources available locally. Moreover, in an Ipv6 
implementation, there is potential support for roaming between different networks, with 
global notification when you leave one network and enter another. Support for roaming is 
possible with Ipv4, too, but it is generally less efficient. 

7.4.2.3 Built-in Security 

While scalability, performance and heterogeneity are desirable goals for any distributed 
system, including Grid systems, the characteristics of Remote Instrumentation services lead to 
security issues. Though the security improvement from Ipv6 does not solve all the security 
problems, Grid systems can benefit from Ipv6’s security features. The Ipv6 security and Grid 
Security Infrastructures are running at different levels. They can be employed together to 
provide better security granularity. 

Besides support for mobility, security was another requirement for Ipv6. The Ipv6 protocol 
stacks are required to include Ipsec, which allows authentication and encryption of IP traffic. 
With Ipsec, all IP traffic between two nodes can be handled without adjusting any 
applications. Alternatively, application-level security can be employed per service if required. 
However, using Ipsec all applications on a device can benefit from encryption and 
authentication, and policies can be set on a per-host (or even per-network) basis, instead of 
per-application/service. Full Ipsec security operates over Ipv4 today – when there is a full 
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end-to-end connection. If NATs are used – as often occurs in Ipv4 networks, but they are not 
needed in Ipv6 ones – it is not possible to use full Ipsec on the end-to-end communications. 

7.4.3 Communication In Heterogeneous Ipv4/Ipv6 Netw orks 
Since there will be a period of IP transition, consideration must be given to an interim 
coexistence of Ipv4 and Ipv6. 

Hence, the effort to integrate Ipv6 into Remote Instrumentation should take an IP-protocol 
independent approach, i.e., both Ipv4 and Ipv6 should be supported. An IP-version-
independent server has to be able to respond to client calls, according to the IP family that the 
client uses. In other words, the client decides which version of IP is to be used. For instance, 
an IP-version-independent Grid server on a dual-stack machine starts and listens on both its 
Ipv4 and Ipv6 interfaces. When an Ipv4 client connects over Ipv4, the Grid server uses the 
Ipv4 interface to call back and only Ipv4 communication takes place. The same situation 
happens with Ipv6. With dual-stack servers, the client can choose which IP family is the 
default or preferred. In order to run Grid services on the dual-stack server, the following 
fundamental network services need to be dual-stack, as well: HTTP, FTP, DNS, SSL, routing, 
etc. 

For communication in heterogeneous Ipv4/Ipv6 networks, there are a number of network 
transition aids, which essentially translate the packet headers between Ipv4 and Ipv6, leaving 
the payload untouched. Network-level gateways can work only under the circumstance that 
no IP address is passed as content of the payload. A higher-level approach, which is employed 
by other services for transition, is based on application-level gateways. These operate in a 
dual-stack node and actually do an application-level translation of the packets payload 
between the two communicating nodes. Here the environment is significantly more complex. 

In this environment, a heterogeneous IP network with IP-transition network services is 
required. With IP-version-independent Grid services running on the Dual-stack Grid server, 
an Ipv4-only Grid client, Ipv6-only Grid client and dual-stack Grid client can access it. Of 
course, the Ipv4-only server is accessible by an Ipv4-only client, and the Ipv6-only server is 
accessible by an Ipv6-only client. 

The situation becomes complicated when an Ipv6-only client requires access to an Ipv4-only 
server. To succeed in the above scenarios, the Grid systems should only use hostnames in the 
content of the payload, rather than any IP addresses. If any IP addresses are passed in the 
packets’ content, it would lead to later failure if that IP address were used.  

In summary, Ipv6 offers the following benefits to Grid systems and Remote Instrumentation 
services: 

1. Bigger Address Space: massive scaling potential (>> 4 Billion(Ipv4) nodes) 
2. End-to-end addressing: 

a. Reduce need for NATs, Proxies, etc. 
b. Enables full network level security (Ipsec) 

3. Auto-configuration, renumbering: simplifies network (re)configuration 
4. Complete Mobility Solution 
5. Modular design with clean extensibility: streamlined processing, effective header 

compression, etc. 
6. Additional features for QoS support and traffic engineering: Flow Label 
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7.5 Grid Middleware and Ipv6 

While many working groups of the Internet Engineering Task Force (IETF) devote much of 
their efforts to the impact of Ipv6, most of them do not consider the requirements of specific 
applications.  

In the last few years, within the research community, some activities have been started in 
order to identify potential problems in porting Grid middleware products to Ipv6. 

In particular, the Open Grid Forum’s Ipv6 Working Group (OGF-Ipv6-WG) is specifically 
tasked with considering the impact that Ipv6 may have on Grid computing, as regards 
development and implementation of standards and protocols. Therefore, this activity also 
impacts the development of middleware for Remote Instrumentation applications. 

All OGF specifications should work as well (or better) with Ipv6 as with Ipv4. The goal of the 
Ipv6-WG working group is to identify any OGF specifications that do not meet this 
requirement, to provide appropriate guidelines for future specifications, and to communicate 
any issues discovered with Ipv6 to the IETF, the Java community, and so on. 

Some of the possible deliverables are:  

1. IP version dependencies in OGF specifications. Identification of each OGF 
specification (approved or public draft) that contains dependencies on Ipv4 
(principally address format and length). It is intended to be used as a checklist for 
planning the necessary document revisions by the WGs concerned.  

2. Issues in Ipv6 specifications or support. If the work on the above two deliverables 
identifies any issues in the IETF specifications for Ipv6, or in Ipv6 support. 

In the following, we will use the term IP-neutral to express the concept that something can be 
used in both Ipv4 and Ipv6 environments. 

Moreover, within the EUChinaGRID project, Activity 2.2 aims to promote the use of Ipv6 in 
a GRID environment. Therefore, a detailed analysis about Grid Middleware and its 
compliance with Ipv6 has been carried out [8]. 

7.5.1 Survey Of Ipv4 Dependencies In OGF Protocols 

The report written by the Ipv6 WG [9] surveyed 88 protocols for Ipv4 dependencies. It 
concluded that about one third had such dependencies. Of the documents that were found to 
contain Ipv4 dependencies, about 60 percent of them failed to reference RFC2732 when 
mentioning URIs. A quarter contained some form of Ipv4 biased textual explanations, while 
the remainder contained other minor dependencies. Thus the protocol specifications 
themselves caused relatively few problems. However, more problems may be expected in 
their implementations. 
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7.5.2 Guidelines For IP Version Independence In OGF  Specifications 

In this report, the authors used a methodology similar to that used in the IETF. Indeed, the 
reports already issued by the IETF and documents from projects, such as those from the 
LONG project apply equally well to Grid computing. 

The document serves two functions. Its motivation is to aid in the creation of IP-version 
independent specifications and consequently, in the transition of Ipv4 applications to support 
Ipv6 operation. First, it describes how to avoid Ipv4 dependencies in OGF specifications. 
Secondly, it outlines new, Ipv6-specific issues for application designers and implementers. 
The idea is that it should be used by all OGF WGs and as a checklist for document approval. 

This report begins by discussing the operational relationships between Ipv6 and Ipv4, such as 
the benefits of the larger address space. It then highlights the differences between Ipv6 and 
Ipv4, including specific information on address storage and representation. It is recommended 
that hosts exchange Fully Qualified Domain Names (FQDNs) rather than addresses, wherever 
possible. There is a discussion on the extension needed in the APIs – but a warning that the 
two systems may behave differently in different implementations, due to the way that they 
bind to Ipv4 and Ipv6 simultaneously. Ipv6 support is now available in C, Java, Python and 
Perl. 

There is detailed discussion on how addresses should be parsed and used, name resolution 
functions, and mapped Ipv4 addresses. There are some vital differences in the perceived need 
for Network Address Translation (NATs) in the two systems, though this is hotly disputed. 
Ipv6 has some special features: scope specifiers, anycast, flow labels, privacy extensions; 
these have particular impact when one tries to write implementations that are IP-neutral. 

There is an important section on recommendations. For specifications, there are several 
suggestions, e.g.: 

·  If addresses must be included, add an address type code.  
·  For literal Ipv6 addresses use RFC2732.  
·  Use FQDNs. 

For implementations ensure that: 

·  Code is written as IP-independent, including its use of APIs.  
·  Code should be modular.  
·  Care should be taken on which of Ipv4 or Ipv6 is preferred, if both are available.  
·  One may need to address several sources in parallel, because of the existence of 

multiple interfaces.  
·  Graphical user interfaces must take into account the different lengths and display 

formats.  

It may be impossible to make implementations IP-neutral if some of the unique features of 
Ipv6 are used. 
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7.5.3 The Changes Desirable In Java 

It was originally expected that this would be a major task. In the end, since JDK 1.5.0, Java 
supports Ipv6 well, so the recommendations were pretty slight – mainly towards the API. In 
particular, it was considered desirable to support the setting of the Flow Label in the API. 

 

7.5.4 The Globus System 

As an example of Grid middleware, we will consider the Globus Toolkit, developed mainly in 
the Argonne National Laboratory (ANL). This provides one of the most popular systems for 
furnishing the libraries and services for Grid computing. The current edition of Globus 
Toolkit – Version 4 (GT4) is based on the recent Grid standards – the Open Grid Services 
Infrastructure (OGSI), but in the following we will refer to Globus Toolkit Version 3 (GT3), 
because the problems of porting this tool to Ipv6 has been faced starting from this software 
release.  

A lot of review could be found on work done on GT3 systems running over mixed Ipv4/Ipv6 
networks carried out jointly by University College London and the University of 
Southampton. GT3 was designed to work with Ipv4, though many aspects are compatible 
with Ipv6. The developers have tried hard to make their system IP-neutral.  

7.5.4.1 Architecture of Globus 

The High Level Services are independent of the network layer, and need not be considered in 
the porting exercise. The local services are independent of Globus. Here it is vital that they 
support dual-stack working, and that the dual-stack configurations are chosen. Thus the 
porting is mainly concerned with the Grid Core Services (GCS). 

In GT2, the previous version of Globus, many of the core services were written in C, which 
required extensive porting work. Whilst the authors undertook some initial work on porting 
GT2, when GT3 was released the work on GT2 was discontinued. Nonetheless, the Japanese 
6Grid project has now ported a version of GT2 to Ipv6. In GT3, however, almost all of GCS 
is written in Java. If one ensures that JDK 1.5 or later is used, then the Java components are 
largely IP-neutral. Two further steps need to be taken. Firstly, one must investigate which 
GCS components are dependent on ANSI C code; GridFTP turns out to be the main such 
component. Secondly, one must ensure that the guidelines of Section 2.3 are followed. This 
work was done by UCL and the University of Southampton under the 6NET project, and the 
results were fed back to ANL – who incorporated the results into the main code of subsequent 
GT3 releases. 

In GT3, Web Services are leveraged to provide security functions. GT3 implements a session-
based security service similar to what is described in the WS-Trust and WS-
SecureConversation documents. The GT3 implementation (GSI-SecureConversation) allows 
for GSI’s SSL-based authentication to take place over standard Web Services SOAP 
messages, which in turn allows for the use of Web Services security specifications for 
message protection (WS-Security, XML-Encryption and XML-Signature). In addition to the 
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session based security mechanism GT3 also provides WS-Security and XML-Signature-based 
per-message security, using standard public key cryptography (GSI-SecureMessage). 

7.5.4.2 The Porting Of Globus To Ipv6 

The Grid was also an item in 6Net mainly from the University College of London (UCL) and 
the University of Southampton (UoS) 

UCL and UoS completed work on Grid Technologies’ topics with a survey of the 
GlobusToolkit (GT). This activity was carried out in collaboration with the Globus 
development team in Argonne National Laboratory. Their studies contributed to make both 
GT3 and GT4 Ipv6-enabled. 

UCL released a set of patches and tools for the Ipv6-enabled AccessGrid 
(http://wwwmice.cs.ucl.ac.uk/6net/). The Access Grid is a Globus Alliance project, which 
uses Grid resources to support large-scale distributed meetings (high quality 
videoconferencing). 

Employing some patches all the tests were carried out successfully; it is now possible to run 
the GT3 application in a heterogeneous environment. The implementation was also tested 
with externally developed GT3 services, as well.  

The eProtein project, which is a large protein analysis project in UCL, had developed a 
remote execution service based on GT3 GRAM, using GT3 GridFTP to transfer data between 
clusters in different domains. It was successfully transplanted to the Ipv6-enabled Globus 
infrastructure. 

7.5.5 gLITE 

gLite WMS is not a “simple” monolithic application, but a mixture of “proprietary” services 
(i.e., developed within EGEE) and third-party services, running together and interacting with 
each other to fulfill user requests and supply end users with functionalities for authenticating, 
submitting jobs, inquiring job status etc, etc. gLite is not Ipv6-enabled. 

Therefore, it is necessary to understand and distinguish between different components: 

a) Java: For the Java code we know that from version 1.5 the code is Ipv6 compliant. 
The code has only to be compliant with a double network core (Ipv4/Ipv6). 

b) Web container: a Web container is the execution infrastructure for operating OGSA 
services. The container environments need to provide Ipv6 Web services for OGSA. 
Tomcat5 is recommended with fully Ipv6 support. Some problems might be 
experienced, mainly due to the use of JDK 1.4. 

c) Globus: concerning this toolkit, Ipv6 compatibility has been analyzed in the previous 
section. 

d) Condor: it has been developed at the University of Wisconsin since the ’80s. Two of 
the main features of this software are to enable full time use of CPUs and to enable the 
use of heterogeneous computers. There are some restrictions: it is a monolithic system 
and not completely open source; it is not very efficient when access to big amounts of 
distributed data and network communications are not encrypted. No information about 
Ipv6 compatibility is available. 
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8 Summary 
 

The deliverable has examined the interrelation between remote instrumentation services on 
one side and grid middleware and networking support on the other. We have tried to highlight 
the mutual relations in a number of topics, by considering in which directions the diffusion of 
remote instrumentation services may (or should attempt to!) foster developments in 
middleware and networking and, on the other hand, to which extent the latter developments 
may influence or accelerate the acceptance of remote instrumentation services on the part of 
the users. 
 
On the basis of the previous studies in WP2, WP3 and WP4, we have identified a number of 
items where such interaction appears to be of some importance. They are: 
 

·  QoS provisioning, both statically (in terms of bandwidth delivered to the final user) 
and dynamically; 

·  User interactivity support; 
·  Methodologies for addressing the virtualization of heterogeneous instrumentation; 
·  Integration of virtual laboratories and experimental results into digital libraries; 
·  Wireless access, mobility and convergence toward IPv6 in the network layer. 

 
All topics have been examined with respect to networking and middleware aspects, as well as, 
where advisable, to their cross-layer interaction. It is not in the goals of the present 
deliverable to derive conclusions and recommendations, nor to sketch a conceptual design and 
a reference architecture, which should be attempted in D4.3 and in WP6. However, we can 
summarize our main indications (which will be taken into account in the final documents) as 
follows: 
 

·  As regards the QoS issue, both grid and networking technologies appear to be 
sufficiently mature to be able to support QoS-enabled workflows over networks that 
allow to dynamically set up virtual circuits with Bandwidth on Demand. Work 
remains certainly to be done in the investigation of and in the definition of policies for 
the cross-layer interaction between the two functional aggregations. Resource 
discovery and choice, both in terms of real and virtual instruments, may be driven by 
the status of the underlying network, in terms of end-to-end capabilities, and, once the 
choice is operated, the middleware services must be able to negotiate the necessary 
QoS level. 

·  Support of user interactivity must include: 
o Collaborative tools for user to user, user to operator and user to system 

administrator cooperation – e.g., by means of integrated collaborative 
environments, like the GRIDCC VCR; in case of distance learning 
applications, it would be highly recommendable to include such tools in the 
Learning Management Systems’ standards, in order to bring the additional 
dimension of the laboratory experimental activity to such systems. The support 
of more complex visualization systems and tools may be also integrated into 
VCRs with extended capabilities, which, however, should be able to scale 
gracefully, according to the user’s needs and potentiality. 
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o The provisioning of clear and reliable synchronization services for all 
applications where metrological aspects, like calibration and measurement in a 
distributed environment, are of some importance. 

o User-friendly interfaces in portals allowing access to remote instrumentation 
and experiments’ setup, including the reservation of instrumental resources. 

o High-level workflow descriptions (à la VLAB), by means of which users can 
easily configure their experimental setup. 

·  Alternative philosophies (e.g., GRIDCC and CIMA) exist for the virtualization of the 
instrumentation, which may vary from presenting a web service as uniform as possible 
in the method’s invocation to address all kinds of instrumentation, to the 
customization of the web service and methods for specific instrumentation categories. 
The possible architectural choices must be carefully investigated, also in relation to 
performance issues and ease of programming. 

·  The integration of virtualized remote laboratories and experimental resources into 
digital libraries should be pursued. 

·  Mobility issues and wireless access are an area that deserves further investigation, 
with respect to both data acquisition and user service delivery. 

·  Both middleware and networking environments appear to be sufficiently mature for 
the widespread introduction of IPv6 (which, however, may depend not only on 
technical issues). 
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Definitions, abbreviations, acronyms 
 
AI Artificial Intelligence 
API Application Programming Interface 
ATM Asynchronous Transfer Mode 
BoD Bandwidth on Demand 
CSCW Computer Supported Cooperative Work 
DOI Digital Object Identifier 
DWDM Dense Wavelength Division Multiplexing  
EFTA European Free Trade Association 
FQDN Full Qualified Domain Name 
GCS Grid Core Services 
GGF Global Grid Forum 
GHPN Grid High Performance Networking 
GLIF Global Lambda Integrated Facility 
GMPLS Generalized-MPLS 
GPS Global Positioning System 
GRAM Grid Resource Allocation Manager 
GT4 Globus Toolkit 4 
GUI Graphical User Interface 
HOPI Hybrid Optical and Packet Infrastructure 
HTTP Hypertext Transfer Protocol 
IETF Internet Engineering Task Force 
ISO International Standard Organization 
MPLS Multiprotocol Label Switching 
NAT Network Address Translation 
NE Network Element 
NGG Next Generation Grid 
NREN National Research Network 
NTP Network Time Protocol 
OAI-ORE Open Archives Initiative-Object Reuse and Exchange 
OAI-PMH Open Archives Initiative-Protocol fir Metadata Harvesting 
OGF Open Grid Forum 
PDH Plesiochronous Digital Hierarchy  
PoP Point of Presence 
QoS Quality of Service 
RFC Request For Comments 
RMS Resource Management and Scheduling 
SDH Synchronous Digital Hierarchy 
SE Storage Element 
SLA Service Level Agreement 
SOAP Simple Object Access Protocol 
TCP Transmission Control Protocol 
UDP User Datagram Protocol 
UI User Interface 
UTC Coordinated Universal Time 
VCR Virtual Control Room 
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VLAB Virtual Laboratory 
VLAN Virtual LAN 
VNC Virtual Network Computing 
VO Virtual Organization 
VOMS Virtual Organization Membership Service 
WFM Work Flow Management 
WMS Workload Manager Service 
WSDL Web Services Description Language 
WYSIWYG What You See Is What You Get 
XML eXtended Markup Language 
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