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1 Introduction

Previous deliverables in WP3 and WP4 have investithgaome of the networking and
middleware issues that were deemed most relevaheteemote instrumentation field. In
particular, three main areas of interest have eetkrgvithin which efforts must be
concentrated to foster the future full-scale in&tign of laboratory instrumentation in
Grid applications for e-Science:

User interfaces and data representation
Service Oriented Architectures and middleware fomnétities
Networking platforms, both in the core and in ticeess

Knowing the state-of-the-art and the short- to medierm evolution and trends in these
areas, as well as requirements and needs of usgocs in different application fields,
the question now arises as in which directions mdvhich extent should further
development (in terms of additional research, irggn and input to standardization) be
addressed, and efforts should be concentratedhdobenefit of making access to
instrumentation and virtual laboratories a commiactice.

Another point that has become apparent during éveldpment of the RINGrid project is
the tight correlation among the above-mentionednnaaieas. Therefore, an aspect that
will be taken into further consideration in the ggat document regards possibless-
layer interactions among them. Though the good praciceparation between different
layers in a multilayer functional architecture mus¢ maintained, the exchange of
information for control purposes may be benefidialan environment characterized by
dynamically varying resources and operating cood#j accessed and shared by users
with potentially widely different requirements acapabilities.

In these respects, a number of issues remain aoldheessed in D4.2.

Which technologies described in D3.2 and D4.1 ghbel most efficiently used to
build remote instrumentation oriented services? Hsiate-of-the-art building
blocks regarding architectures, systems, and migatke can be integrated to fill
up (entirely or partially) the gaps described at¢nd of D4.1? Based on the work
conducted so far, possible topics of interest are:

o0 Interactive grid computing services for online gsa

o Approaches to the virtualization of remote instrabse

o Digital Library and Data Grid middleware (D3.2) &pd to build Virtual
Observatories for online and off-line instrumerdat{D3.2 and D4.1)

0 Federated access control of infrastructure

0 Federated accounting of infrastructure resourcgeisa

o Collaborative environments (digital libraries, dowes, portal building
tools)
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o Workflow support, both for end users and for esshiohg machine-to-
machine cooperation.

Using the survey results of WP2 on large instrumamd their user communities
around the world, what would be the connectivitgamty enhancements required
to provide adequate access from the instrumeriteetousers?

o What would be the aggregated capacity at the imsni location?

0o How can communication be channelled to all poténigers in Latin
America and Europe, given that lack of adequatenectivity is still a
highly relevant issue in Latin America? How to sapgpand provide last
mile connections to institutions?

Network Resource reservation and QoS:

o0 How network resource reservation middleware, cdietloightpaths and
QoS provision mechanisms can be applied in suppdrtremote
instrumentation scenarios?

o How institutions with no access to QoS enabledesource-reservation-
capable networks can participate and access renmsteumentation
services?

0 Access policies — what are the recommendationsonsiderations from
RINGrid concerning access policies of remote imegnots, datasets,
virtual observatories — taking into account thehhigvel of heterogeneity
within distributed infrastructure and user commigsit(e.g., open access
versus pay-to-use)?

Remote sample control — how can samples be inteeicipositioned or moved
by remote users at instruments?

We will attempt to provide bases to answer somgn@fabove questions in the following,

without being exhaustive, but rather trying to poduit possible directions for further

investigation and which of the existing solutiorde more adequate. The goal is to
provide the ground for the conceptual design oéfarence model and the sketch of a
reference architecture, to be addressed in our f'Bt@mmendations and in the proof-of-

concept work of WP6.

The document is organized as follows. A summaryhef main requirements and the
identification of points where possible gaps cdutddentified in the service and network
layers and in their cross-layer interaction is giwe Section 2. Still in this section, the

current status and trend of the networking infragtire in Europe and Latin America is

briefly examined, as it constitutes the basic platf over which enhancements can be
made and services can be constructed.

Then, each subsequent section addresses a grdapics among the ones that deserve
investigation. Section 3 is dedicated to the issu®o0S and to the possible mechanisms
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to enhance cooperation between the service andorletlayers in dynamic resource
reservation. This is important in all remote ingtentation applications that require real-
time or quasi-real-time data transfer and userracteon. The support of time
synchronization, a topic that is very important fithe metrological aspects of the
experiments, is touched upon in Section 4. The mam of this section covers possible
enhancements to the support of user interactiorerms of increased use of collaborative
tools, remote sample control, high-level workflowesdriptions, and user-friendly
interfaces. The importance of the introduction @fote instrumentation into distance
learning practice through the cooperation with afise learning standardization,
examined in D4.1, is also pointed out. Section aldeith different currently available
approaches to instruments’ virtualization, contregsthe IE concept of GRIDCC and the
CIMA architecture. The directions in storage argered in Section 5, with reference to
digital libraries. Finally, Section 7 touches adpeelated with the access network, which
may become a bottleneck, hindering the capabildfesome users with respect to others,
and further increasing the digital divide. User nfigbsupport is also taken into account,
and the role of IPv6 is discussed, also in relateothe possible changes required in grid
middleware with its introduction.
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2 Summary of Requirements and Background Network
Infrastructure

Previous deliverables produced by WP3 and WP4 2,[133.3 and D4.1, in particular —
have presented and discussed usage scenarios andxpectations, concerning the
introduction of remote instrumentation services slmme selected application areas,
including measurement, control and automation (M(g&Aarge-scale physics and
astronomy, sensor networks, nuclear magnetic resendNMR) spectroscopy, and
engineering (telecommunications and networking)e Hmalysis of the needs of those
applications lead to common and specific requirdmémat need to be satisfied by the
middleware and network layers in order to guaranefgective use of remote
instrumentation. Although some of these needs easalisfied by current technologies,
some gaps between the available grid solutionstectthologies and the ones that could
meet relevant users’ expectations have been idmhtih D4.1. These gaps usually
involve networking and middleware tools, which ace yet fully explored in current grid
developments. The purpose of this section is totifjethe services and technologies that
can most significantly contribute to satisfying fi@damental requirements of a remote
instrumentation infrastructure, and the layers im®d — services/middleware and
networking. As discussed in D4.1, adequate intemachechanisms between those layers
are also essential to fulfill some of those requeats; therefore, cross-layer interaction
mechanisms, when needed, are also pointed oute Takimmarizes the requirements so
identified.

. Service Network Cross-
Requirement
Layer Layer Layer

Access Network Capacity X X
Network Resource Reservation and QoS Mechanisms X X
Grid QoS Mechanisms X X
Advanced Data Management Infrastructure X
Time Synchronization X
User-friendly interfaces and Workflow support X
Access Policies X X X
Digital Libraries X
Interactivity support X X X
Ipv6 support X
Mobility support in access networks X

Table 1 Summary of requirements

A fundamental requirement raised in the survey sa@riexpectations is the provision of
high-quality network connections to the instrumesites. Available bandwidth and
adequate latency and jitter levels are indispeesablmost of the usage scenarios.
Reliability is also a key aspect in remote instratagon. Therefore, besides the
provision of adequate capacities in access and oete/orks, network resources’
reservation services and QoS mechanisms are oft gngaortance in a remote
instrumentation infrastructure. Furthermore, twolevant issues concerning this
requirement must be addressed:
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Based on the survey results of WP2, regarding lang&ruments and their
collaborating user communities around the worldatdre the necessary capacity
enhancements to provide adequate access to thenmesits from their users?
How can communication be channelled to all poténsars in Latin America and
Europe, when lack of adequate connectivity is atiteality, particularly in Latin
America? How to support and provide last mile catiogs to collaborating
institutions?

How institutions with no access to QoS-enabledesiource-reservation-capable
networks can participate and access remote instriatien services?

The need for the support of interactivity has bessognized in several usage scenarios.
Interactivity involves a broad range of differegpés of services and facilities, ideally
integrated, including access to remote instrumemtasUls, videoconferencing services,
and visualization tools for both online and offliaaalysis. Interactive grid computing
services supporting online comparative analysiswéeeh the results of previous
experiments and current experimental data have ladéem pointed out as a valuable
resource for remote instrumentation.

An important issue that needs to be explored incthr@ext of remote instrumentation
concerns the definition and enforcement of accesdicips. What are the
recommendations or considerations that can be peatloy RINGrid, regarding access to
remote instruments, datasets and virtual obserneataiaking into account the high level
of heterogeneity within distributed infrastructuresxd user communities? Which
scenarios would permit open access to remote mstntation services, and which would
require those services to be paid for?

Advanced Data Management Services and Digital tiksaare also important areas for
further investigation in the context of remote rostentation, especially as building
blocks for a Virtual Observatory infrastructure.igt important to note that the main
objective of the Virtual Observatory paradigm —ke a comprehensive astronomical
research environment, providing services and tumlsffectively store, access, process,
and analyse massive data sets — can be clearligdpplother domains.

A topic that clearly deserves to be further explore the provision of user-friendly
interfaces to remote instrumentation services,uglidlg workflow definition support.
User-friendly interfaces were a common expectationmost of the surveyed user
communities.

As discussed in D4.1, current Grid systems showadiimons in cooperating with wireless
access networks, which typically exhibit poor parfance and dynamically changing
characteristics. However, the introduction of nfibbinto remote instrumentation, both
on the user side and on the instrument side, cavide significant benefits in scenarios
where wired solutions would not be feasible. Intdg mobility to remote
instrumentation requires the provision of mechasishat permit grid infrastructures to
accommodate the behaviour and characteristicsrefesis access.
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Additional topics to be addressed and further itigated include:

Virtualization of remote instruments

Federated access control of infrastructure

Federated accounting of infrastructure resourcgeisa

Collaborative environments (digital libraries, dowgies, portal building tools)
Remote sample control — how can samples be inteecipositioned or moved
by remote users?

2.1 Background networking infrastructure scenarios

The underlying network infrastructure is the bastemmon ground, on top of which
service paradigms can be constructed and oper@lbedcurrent networking capabilities,
based on the technologies that have been previasdynined, may exhibit diverse
situations in different countries (e.g., Europe dmadin America), as well as specific
transport capacities in the core and access parmrder to assess the capabilities and
current trends in networking, we briefly examine #ituation in both Europe and Latin
America. Within the latter, Brazil presents an iatting approach to providing high-
speed access to research laboratories, which witlifcussed in Section 7, dedicated to
access and core network support.

2.1.1 The evolution of the European NRENSs

GEANT?2 [1] is the most advanced network infrastmetcurrently available in Europe.
It connects 34 countries through 30 national reseand education networks (NRENS),
using multiple 10 Gbps wavelengths. GEANT2 is tlevesith generation of pan-
European research and education network, successbe pan-European multi-gigabit
research network GEANT. The project within whiche thetwork is funded began
officially on 1 September 2004, and will run forufoyears. As a snapshot of the
GEANT2 backbone has already been given in previeUSGRID deliverables, this
section will be focused on the situation of the NNRENational Research and Education
Networks) in Europe, because most of the instruatemt may be accessed through
network connections guaranteed by NRENS.

The information and the data contained in thisisachave been extracted from the
“Compendium of National Research and Education Nete/ in Europe” [2], an
authoritative source of reference yearly publisheyl TERENA (Trans-European
Research and Education Networking Association) [B)e to the heterogeneity of the
technologies currently used, the survey does notige any indications about the
specific technological solutions employed in theess networks.

As far as the European partners involved in the GR\D project, Table 2 reports their
NRENS.
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Country NRENSs
Austria ACOnet
Bulgaria IST Foundation
Greece GRNET
Italy GARR
Poland PIONIER
Romania RoEduNet
United Kingdom Ukerna

Table 2 NRENSs for the RINGRID countries

The organisational set-up of universities and otlesearch and educational institutions
can be very different from country to country. Fexample, in some countries research
institutes are part of universities, whereas irepttountries they are not. Some countries
have relatively few, but large, universities, othdmave many, but smaller ones.

Moreover, some universities have a single linkite NREN; in other cases, separate
faculties or schools that belong to the same Usitygrbut are geographically at different

locations, have their own connections.

Figures 1 and 2 show the evolution from 2003 to6208s regards the number and
bandwidth of network connections to Universities E3JJ/EFTA (European Free Trade
Association) countries and other countries, resypelgt
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Figure 1 University bandwidth, EU/EFTA Countries
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B »si06s

B 100Mb<x<1Gb
B 10 Mb < x < 100 Mb
B 2Mb<x<10Mb
I ISDN <x=2Mb
B 0<x=ISDN

Figure 2 University bandwidth, other Countries

As one can see from these two figures, the numbeomnections with a capacity equal
to or greater than 1 Gbps is progressively incrgpdioth in EU/EFTA and other
countries. Therefore, high-speed connections areo ahvailable for remote
instrumentation services in all the countries imedl in the RINGRID project. However,
high-speed connections may not be dedicated for elploitation of remote
instrumentation services. In this vein, the capigbdf guaranteeing a proper degree of
QoS will be a key function also when in presencsumh multi-gigabit infrastructures.

Figures 3-5 provide some information about the gkan core usable backbone capacity
of NRENSs, that is the typical core capacity of linked nodes in the core. Many NRENSs
employ links with different capacities on their kbone.

The table reported in figure 5 shows that in 200 fof the seventeen in the EU-
15/EFTA countries already had a core capacity 6f@bps, which was the maximum
available capacity at that time. In 2006, all butee of the EU/EFTA NRENs have a
capacity of at least 1 Gbps and eleven of thematpext a capacity of 10 Gbps.

From the data of the nineteen other NRENS, in Z¥#&n of these operated at a capacity
of 1 Gbps and one had a capacity of 2.5 Gbps.
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Graph 3.2.2 Core Capacity on the Networks, 2003 - 2006, Other Couniries
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Country NREN ‘Country NREN 2001 2002 2003 2004 2005 2006
LT conirs Swtwd _Jowm | si0] |00 o0

Austria ACOnet United Kingdom | UKERNA

Belgium BELNET Other Countries

Cyprus CyNet Albania ANA 0 34
CGzech Republic CESNET Algeria GERIST 155 155 310| 310
Denmark UNI=G Azerbaijan ARENA 0

Estonia EENet Azerbaijan AZNET 1000 1000 | 1000
Finland Funet Belarus BASNET 0 24 24
France RENATER Bulgaria IST Foundation 2 100 155
Gemmarny DFN Croatia CARnet 165 165 166 310 310
Greece GRNET Georgia GREMA 0896 | 2.048 41 4| 1000 | 1000
Hungary NIIF/HUNGARNET Israel UCe 34 45| 1000 | 1000
Iceland RHnet AZRENA 1 §| 1000 | 1000
Ireland HEARet Macedonia, FYRo MARnet 086 2 2 10| 1000
Italy GARR Moldova REMAM 2 1000
Latvia LATMET Morocco MARWAN 2 34 45 155
Lithuania LITNET Romania RoEdulet 34 185 310 310
Luxembaourg RESTENA Russian Federation | RBMet/RUNNet 100 _
Malta CsC Serbia/Montenegro | AMREJ 2 155 500 100 | 1000
Netheriands SURFnet Syria SHERN 10 10 34
Morway UNINETT Turkey ULAKEIM 34 34 155 155 45 310
Poland PIONIER Ukraine URAM 0128 025 | 0128 2 34
Portugal FCON

Slavenia ARNES

Slovenia SANET

Spain RedIRIS

Sweden SUNET

Figure 5 Core Capacity in the Network

As regards external links (figure 6), the link t&A&NT is by far the most important in
terms of capacity for the majority of the NRENSsttage part of the GN2 project. In many
cases, NRENs also have peering connections ataheunternet exchanges and to
commercial ISPs, but these generally do not haweséime capacity of those to GEANT.

Graph 3.5.1 Division of External Connectivity over the Categories, January 2006
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Figure 6 Division of External Connectivity over theCategories (January 2006)
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Some NRENSs (e.g., SURFnet, CESNET, SANET and SWI&tve dark fibre links to
other research bodies. In some cases these lihdsgo the emerging Global Lambda
Integrated Facility (http://www.glif.is), a worldcale lambda-based laboratory for the
development of software in LambdaGrids.

On the other hand, for NRENSs that are not parhefGN2 project the situation is quite
different, and relatively low-bandwidth connectidnem commercial ISPs are the most
important external links.

Figures 7 and 8 provide information on whether ot Grid services are currently
running on the NREN’s network and if these serviaes planned over the next year or
two. The table also lists who provides the service.

The data shows that Grid services are currentlgingnin 71% of the EU/EFTA NRENS,
and this will rise to nearly 100% in the next tweays (only Iceland and Slovakia do not
foresee Grids being developed in this time frar@)d services are also running in nine
of the seventeen NRENSs from other countries instireey. Moreover, NREN support is
involved in running the service in the great majoaf cases.

Finally, the overview of the disciplines that arenming grid-enabled applications
highlights that grid technology has widespread vanch beyond the initial high-energy
physics and biomedical communities.

[EU/EFTA Countries

Austria ACOnet now planned = planned now planned = planned Applied Mumerical
Simulation

Belgium BELNET now now now - now

Cyprus CyNet - planned - plannec planned

Czech Republic CESNET now now now now planned = planned

Estonia EENet now now now now planned planned - - Material Science
- Now running

Finland Funet now now now planned planned now planned planned

France REMNATER research on grids
- supercomputing

Germany DFN now

Greece GRMET now - now - now now now now Regional Catch All
Virtual Organisation

Hungary NIIF/HUNGARNET | now now now now now now now planned

Ireland HEAnet planned now now now now now now now

ltaly GARR now now now now now now now

Latvia LATNET - now - planned planned planned

Netherlands SURFnet planned - - - - now - planned

Norway UNINETT now - planned - planned planned

Poland PIONIER now

Spain RedIRIS now now now now now now now now

Sweden SUNET now now now = now now now

Switzerland SWITCH planned - - - planned - - planned

United Kingdom UKERNA now now now now now now now now

Figure 7 Disciplines that are running Grid-enabledapplications
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Country NREN High-energy Other Physics  Computational Other Biomedical Astroscience  Earth Science Climatology Other Disciplines
Physics [ Chemistry

Other Countries

Albania ANA planned planned planned

Algeria CERIST planned planned planned planned planned - planned planned

Azerbaijan AzRENA planned planned planned

Bulgaria IST Foundation planned planned planned - planned planned planned planned

Georgia GRENA planned planned planned

Israel (Ve now - - - planned - planned

Macedonia, FYRo MARMet now

Moldaova REMAM planned planned - - planned - planned - Nanotechnology

3D Imaging

Morocco MARWAN planned planned planned - planned planned planned

Romania RoEduNet planned planned planned

Russian Federation | RBNet/RUNNet now

Serbia/Montenegro | AMRE) planned planned - -

Turkey ULAKBIM planned now now planned - - planned

Ukraine URAN

Figure 8 Disciplines that are running Grid-enabledapplications

2.2 Remote access to instrumentation in Latin Ameri ca

As the general state of connectivity and bandwadtbacity for research in Latin America
is rather different from that in Europe, this sectpresents information about research
networks in the region, concentrating on RedCLAR#g regional network, and on the
national and access networks in the RINGrid partoentries: Brazil, Chile and Mexico.

2.2.1 RedCLARA

RedCLARA was deployed starting in 2004, and cutyeinterconnects 12 NRENSs in the
following countries: Argentina, Brazil, Chile, Cohbia, Ecuador, El Salvador,

Guatemala, Mexico, Panama, Peru, Uruguay and Vetezlhe network was originally

established as a part of the DG EuropeAid ALICEHgquo(2003-2008) and is connected
to Europe and the USA. The topology and link bamwitls in April 2007 are shown in

Figure 9.
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Figure 9 RedCLARA topology, April 2007

It may be observed that the 155 Mbps RedCLARA bankbinterconnects points of
presence (PoPs) in S&o Paulo (SAO), Buenos Aird&)BSantiago (SCL), Panama City
(PTY), Miami (MIA) and Tijuana (T1J), and that MIRENs are directly connected to one
of these PoPs.

Most often, the contracted access capacity of @atINREN is equal to that of the
installed access link to the RedCLARA PoP. In thsecof the backbone PoPs, the access
link is usually 1 Gbps, and in these cases theraotetd access is always less than this,
with use of rate limiting to avoid exceeding thettacted access limit.

The RedCLARA backbone is connected to GEANT2 by wéya 622 Mbps link to
Madrid, and to US and other national and intermationetworks through a 1 Gbps link
from Tijuana to Pacific Wave in Los Angeles, andrgld capacity in a 2.5 Gbps link
from S&o Paulo to Atlantic Wave in Miami. The MiaRoP is also connected to Atlantic
Wave and to the Sdo Paulo PoP, using the sharedditween Sdo Paulo and Miami.
These links to the USA are financed through the VENR_ILA project [10].

Technologically, RedCLARA is a traditional IP netkpwithout support for QoS. On
the other hand, at least in the backbone and eattdimks, the network is currently
overprovisioned in order to assure a congestioa-érezironment most of the time.
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2.2.2 RINGrid partner NRENSs in Latin America

The RINGrid partner institutions in Latin AmericeedJNAM (Mexico), REUNA (Chile)
and RNP (Brazil). REUNA and RNP are in fact opamatof NRENSs, and, as well as
providing access to national instrumentation siées,directly connected to RedCLARA
through the backbone PoPs located in Santiago aod”&ulo, respectively. UNAM is a
client of CUDI, the Mexican NREN. Table 3 summasighe connectivity provided to
instrumentation sites in all three countries, amdierived from work carried out in the
EELA (FP6) project [13]. In what follows, we disauthe different scenarios observed in
these countries.

2.2.2.1 Brazil

The current state of the Brazilian NREN, known a&i® Ipé and operated by RNP, is
described in some detail in section 7 of this repoo illustrate the state of access to
remote instrumentation, we have selected threerum&ntation sites: the National

Astrophysics Laboratory (LNA), in Itajuba, Minas @es; the National Synchrotron

Light Laboratory (LNLS), in Campinas, S&o Paulod dhe Radio Space Observatory of
the Northeast (ROEN), belonging to the Nationalilnte for Space Research (INPE),
located near Fortaleza, Ceara. LNA and LNLS amel gharties in the RINGrid project.

LNA is responsible for Brazilian use of the SOARseope in La Serena, Chile, which is
discussed in the next subsection. It also admmsisiesmaller (1.5 metre) telescope near
to its site in Itajuba, and connected to it by aMlfips radio link. LNA itself is currently
connected to the RNP backbone through its 10 Gly#3 iR Belo Horizonte, Minas
Gerais, at 2 Mbps, but this link will be upgradedB4 Mbps in 2007.

LNLS houses a synchrotron light source, and sevelattron microscopes, and is
connected to the RNP backbone through a 34 Mbggdithe 10 Gbps PoP in the city of
Séo Paulo.

ROEN operates a 14.2 metre radiotelescope, whicticipates in international VLBI
collaborations with the Haystack Observatory of M6F geodesy applications, which
also have the TIGO site at the University of Cormd@p, Chile, as a partner. ROEN is in
the process of being connected by a 1 Gbps linthéonew metropolitan network in
Fortaleza, which will be inaugurated in 2007. He#a is a 2.5 Gbps PoP of RNP’s
backbone network. With this new connectivity, RO&N be able to graduate to e-VLBI
operation, which currently requires 100 Mbps barutvi

The international research connectivity of the Rdekbone is mainly provided by the
RedCLARA network, with a contracted bandwidth o6M8bps. In addition, RNP shares
capacity in the 2.5 Gbps link between Sao Paulo Athahtic Wave in Miami, USA.
Currently, this alternative is only used for higarlwidth users from the high-energy
physics community and, soon, the space geodesy aormnirom ROEN.

D4-2_Final_new.doc PUBLIC Page 22 /116



! RINGrid RINGrid — D.4.2

The RNP backbone currently offers no support foE@aarantees. However, at least for
the central core, it is currently over-provisiorse®l congestion-free.

2.2.2.2 Chile

The Chilean NREN, GREUNA, is operated by REUNA, atsdtopology and capacity
are illustrated in figure 10. It will be noted thidite GREUNA backbone has a linear
topology, extending from Arica in the far north@sorno in the south. This backbone has
an aggregate bandwidth of 155 Mbps, except forcdrdral section, between La Serena
and Concepcién, where the available bandwidth GsN3thps, with no support for QoS.

REUNA coordinates a remote instrumentation projg@RAYV [16], which involves the
use of instruments located in a number of univesithat are REUNA clients, and are
listed in Table 3, together with the contracteddwaidth, which is usually less than 10
Mbps. There are two exceptions: the CTIO-SOAR olsery complex near La Serena,
and the TIGO radio observatory at the Universitohcepcion.

el
euna O ;
i O Mapa Topologia
. o GREUNA

Swhch Trencal GREURA
(Tt 7205}

Sinuler Acrern GRELNA
(Camsiyst 55031

Asturn Fral
de Sarbiago de Chie

L wersicad de Tarapaca
LT mismreidac Tecncligica Metropoiiana

Figure 10 Topology and connectivity of the GREUNA atwork
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The Cerro Tololo Inter-American Observatory (CTIWhere the SOAR telescope is
located, has a 45 Mbps dedicated link to the AMPAétwork connection point in
Miami, USA. This link uses capacity of the GREUNAdibone between La Serena and
Santiago, but its international connection to tf®@Aloes not currently use RedCLARA.
This link is also used by SOAR traffic to Brazilhigh is thus routed via Miami.

The 6 metre radiotelescope of the TIGO geodesiemhtory, like ROEN in Brazil,
contributes to the VLBI collaboration with the Hésk Observatory at MIT. TIGO is
also a partner of the FP6 EXPReS project, whicpleys e-VLBI. To participate in
EXPReS, TIGO rents temporary access to 64 Mbpscdgpan the GREUNA backbone.

2.2.2.3 Mexico

The Mexican NREN is operated by CUDI, and its toggland capacity are illustrated in
figure 11. The RINGrid partner from Mexico is theitAnomous National University of

Mexico (UNAM), located in Mexico City, which is caected by a 34 Mbps link to the
national backbone PoP also in Mexico City. The @pal international gateway for

CUDI traffic is Tijuana, in the extreme northwesfhich is linked to Mexico City by a

155 Mbps link passing through Guadalajara. In TipgaCUDI has contracted 45 Mbps of
capacity to RedCLARA, which provides connectivity dther Latin America networks

and to GEANT. Additionally, CUDI has a dedicate@lps link to Pacific Wave in Los

Angeles for connectivity to US and other nationad anternational networks.

Figure 11 Topology and capacity of CUDI’s nationabackbone network

The CUDI backbone currently offers no support f@Sguarantees.
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It has been observed that UNAM access to the radtibackbone, and the national
backbone itself, have insufficient capacity to megh-capacity user demands, such as
for use of grid computing for high-energy physicaborations.
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Country /

Connection to NREN

Connection to RedCLARA

Institution :
NREN Access technology idth A;:celss Contracted Available
(Bandwidth) Contracted Bandwidt technology Bandwidth QoS
(Bandwidth) Tools
currently E1 (2Mbps), will be .
. currently 2Mbps, will be
LNA upgraded t;)olgg (34Mbps) in upgraded to 34Mbps in 2007
Brazil / RNP GigaEth (1 Gbps 155 Mbps None
LNLS E3 (34Mbps) 34Mbps
ROEN/INPE upgrade to 1 Gbps in 2007 upgrade to AsGi 2007
U. de Concepcidn 2 X STM-1 (155 Mbps) 6 Mbps
U. de Chile 1 Gbps 7.2 Mbps
U. Catdlica del
_ Norte STM-1 (155 Mbps) 5 Mbps
RCQL'J'E"A\ U. de Atacama STM-1 (155 Mbps) 1.4 Mbps GigaEth (1 Gbpsj 90 Mbps|  None
U. Arturo Prat STM-1 (155 Mbps) 5 Mbps
U. Tecnoldgica
Metropolitana 1 Gbps 2.5 Mbps
CTIO-SOAR
(La Serena) 2 x STM-1 (155 Mbps) 45 Mbps (to USA)
M&’j‘gﬁ” UNAM E3 (34 Mbps) 34 Mbps GigaEth (1 Gbps) 45 Mbps None

Table 3 Connectivity of instrumentation sites in RNGrid partner countries of Latin America
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2.2.3 Conclusions

We have seen that network connectivity in Latin Aiceeis fairly extensive, at least in most

countries — in El Salvador, Guatemala, Panama, BeduUruguay, however, the NREN is

currently confined to the national capital. Netwstipport for remote instrumentation can be
highly dependent on available bandwidth, and thallssample we have investigated here has
demonstrated significant variations between coestand institutions. It thus cannot be

assumed that remote instrumentation applicationsbeauniversally supported in the region.

A feasibility study will be necessary for each cased must take into consideration

thecomplete end to end path involved in the aptina
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3 QoS Provisioning

We have seen that QoS may become of paramount tamp@ in many remote
instrumentation activities, requiring interactivighort response time and reduced delay jitter.
Some applications may also require quasi-real-toperation and event synchronization.
Unless network capacity is over-provisioned (a camrsituation in some of today’s core
networks on the part of providers, but not in tiseess networks), QoS provisioning relies
ultimately on resource reservation at the nodes lark$ of the physical communication
infrastructure. Such reservations may be effeatechare or less dynamic fashion by means
of appropriate networking protocols and algorithidswever, since the applications should
be able to request the needed level of QoS, anditteract with the service layer, the latter,
through its middleware functionalities, should beage of the network’s capabilities and
should be able to interact with it, in order tagkate the applications’ requests.

We therefore distinguish QoS provisioning at théwoeking and middleware layers, and
their mutual interaction.

3.1 Network Resource Reservation and QoS

3.1.1 Hybrid Networks, lambda reservation, network resource
brokers

3.1.1.1 Hybrid networks

In the present world of research networking, bhégoming increasingly common for network
providers to complement the traditional routed &works, which have been in common use
since the 1980s, with support for switched cir@aased capacity provisioning to serve the
needs of high-volume peer to peer applications,ciwhias become important since 2000,
especially for grid computing and access to remes¢ruments. In hybrid networks, both

routed IP and switched circuit services are offereer the same physical infrastructure.

An increasing number of large research networksaa@pting a hybrid architecture, and
leading exponents include SURFNET, Canet, GEANT@ hrternet2. Such networks are
“facilities-based”, which is to say that the netwaperator takes responsibility for lighting up
dark fibre, usually with multiple DWDM lambdas, whi are then administered in order to
support both sets of transport services. A lambdasemetimes be wholly allocated to a
single higher level (SDH or, more commonly, Ethériservice, or may be split into a number
of sub-lambda channels (Ethernet VLANs or SDH dis;utypically carrying packet-based
traffic). Typically, routed IP services will occugppacity of lambda or sub-lambda circuits.

D4-2_Final_new.doc PUBLIC Page 28/ 116



RINGrid — D.4.2

Figure 12 An Internet2 HOPI node (after R. Summerhil)

A point of presence (PoP) of a hybrid network isrencomplex than in a routed IP network,
as the provider must normally provide, apart frayer 3 IP routers, layer 2 Ethernet or SDH
switches and optical cross connects. Figure 12 shawypical node in the HOPI (Hybrid

Optical and Packet Infrastructure) experimentalwoet used in 2005 by Internet2 to

demonstrate proof of concept of a hybrid network.

Figure 13 The topology of the HOPI experimental netork (after R. Summerhill)

In the HOPI experiment, the then Abilene IP backbaras complemented by a WDM ring
interconnecting five of the eleven Abilene nodesslaown in Figure 13.

The 2007 update of the Internet2 network has irmated the HOPI concept, as shown in
Figure 14 (see http://networks.internet2.edu/hopi/)
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Figure 14 The Internet2 Network, 2007

The GEANT2 network has also adopted a hybrid agchire implemented over the GEANT2
fibre cloud (currently 17 PoPs are included). Gireervices include the GEANT+ point to
point service, which provides up to 9 GIigE circuits be allocated between pairs of
participating GEANT2 PoPs, as well as full-lambd@ Gbps) services, should these prove to
be necessary (see http://www.geant2.net/server/slaov826). The main users are research
projects involving grid computing and/or accessaimote instruments.

International circuits can also be provisioned bjlaboration within the GLIF community

(www.glif.is), a loose association of research re@ts with international optical resources.
International connections terminate in GLIF Opeghtpath Exchanges (GOLESs), of which
there are currently 16 located in Europe, East Asdthe USA. The architecture of a GOLE
is quite similar to the HOPI node shown in Figur2. For further information, see

http://www.glif.is/resources/.

3.1.1.2 Circuit reservation

Telecommunications providers have traditionally keat with circuit-oriented technologies to
support voice communication. When digital technglagas adopted starting in the 1960s,
circuit-based communication was adopted for digegphony, and it has only been recently
that packet-based voice communication has beergmesad as an acceptable alternative.
Because of this assumption regarding the circisetlanature of the element of voice
communication, multiplexing voice traffic has natlly followed the same approach, in
which channels of larger capacity carry a fixed bamof voice circuits. This has lead to the
PDH (Plesiochronous Digital Hierarchy) and SDH (8yonous Digital Hierarchy)
multiplexing hierarchies. It might therefore be egfed that sophisticated and automatic
solutions already exist for reserving circuits tfsizes. This is unfortunately not the general
case. Whilst it is certainly true that such solngidhave been in existence since the 1970s at
the level of the individual voice circuit, permit automatic routing of long distance and
international telephone calls, the same cannotilikfer the higher capacity circuits used for
multiplexing voice circuits. These are traditioggirovisioned manually by operators using
management consoles, in the so-called managensere.pl
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This has also affected the way that data circugspmovisioned. These often use the same
nominal capacities made available at different lew# the PDH and SDH hierarchies, for
instance, E1 (2 Mbps), E3 (34 Mbps), STM-1 (155 B)band so on. Naturally, these data
circuits will be provisioned manually, using op@ratommands, usually after a considerable
delay for manual verification of the optimum way pfovisioning the circuit. Although
desirable, the technology has just not so far le@loped for highly dynamic provision of
circuits in telecommunications networks.

There is of course the exception of ATM, where st virtual circuits (SVCs) can be
dynamically created. Nevertheless, such facilises usually only used for low capacity
virtual circuits, which are not relevant for higbiume peer to peer applications.

For such users, the required facility is bandwmhhdemand (BoD), which is implemented by
dynamic provisioning of an end-to-end circuit okthequired capacity, for a predicted,

generally short duration. This is completely impica using management plane operations
as described above, because of the very high respgone. What is needed is automation of
the provisioning process, as has already existenhdlividual voice calls for many years. The

basic mechanisms are therefore well-known. Thegluesthe use of signalling protocols for

automatic discovery and reservation of network capabefore communication begins, and

its release when there is no further need fornitptinciple, network elements, that is, the
individual switches along the different network tes; use signalling protocols to

communicate with their neighbours.

Unlike in packet-based communication, where ovessuaption of network transmission
resources leads to a lower quality service, citfbaged communication implies admission
control, which prevents oversubscription of resesrcby refusing requests for currently
unavailable bandwidth.

Modern technologies for circuit-based communicgtisach as GMPLS, have specified
support for dynamic bandwidth provisioning, makinge of protocols like RSVP-TE as a
signalling protocol (see RFC 3471 and 3473). GMI4_&levant here, as it is an emerging
standard in the marketplace. However, it seems dtitdrent implementations of GMPLS

signalling have not always been interoperable,itowill probably be just a question of time

before such incompatibilities are resolved.

3.1.1.3 Network resource brokers

Typically, GMPLS signalling is confined to a singkelministrative domain. For automatic
provisioning of circuits between different domaing standard means of coordinating
different provisioning systems are currently defin€his is an area of current research, with
active participation and collaboration of teamsnfrdapan, USA, Canada and Europe, in
projects such as G-Light, EnLIGHTened and Phosphofinis activity also involves the
GLIF Control Plane and Grid Integration Middlewavéorking Group, which provides
international communication between the differezsinis (see http://www.glif.is/working-
groups/controlplane/).

The technical solution identified relies on a netkwoesource broker for each administrative
domain, which knows about and can allocate bandiwiglsources requested by users in other
administrative domains. This is still work in pregs.
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3.1.1.4 Advanced reservations and grid network services

GMPLS automatic provisioning is time-independeny. tBis we mean that resources are
allocated immediately if currently available. Tlss unfortunately, not very useful for large-
scale grid computing, where it is necessary toreeall necessary resources before work can
commence. What is needed is an advance resensdiwite for network bandwidth, which
will allow a user to request in advance the bantlwlte requires for as long as he needs it,
and will honour this reservation in the face of ftioting requests. The network resource
broker could be a solution to this problem alsojtaasill store and consult information on
resources and reservations, in order to procefisefurequests.

Ideally, such network resource requests shouldobmaiflated and attended using the same
mechanisms as used for other grid resources. dmsulation of grid network services is an
essential part of integrating communications resesiinto the grid framework.

3.1.2 Network Enhancement for Grid

The idea of incorporating network resource managemeto the Grid has attracted
considerable attention. The Internet infrastructsrelesigned for general uses. Due to this
nature, it does not take the specific charactesstf Grid applications into account.
Especially for those Grid applications with rigiergice quality demands, the lack of network
support nature for current Grid exhibits clear dvaeks.

Mainstream Grid research efforts tend to study sharing of computation and storage
resources. However, the idea of taking the netvasrk resource in Grid middleware has been
mentioned by early researches [1]. As proposedhbyGrid High Performance Networking
(GHPN) group in the Open Grid Forum (OGF), gridwaak service is defined based on the
terms of grid service; it integrates the networfelaoperations into Grid applications [2].

Based on the surveys in previous deliverables, vagor types of Grid traffic exist when

remote instrumentation applies: control traffic atata traffic. Control traffic mainly carries

system codes, application codes, management infamnand control instructions that are
needed in the running of remote experiments. Datfid carries observation data, in the form
of data files or multimedia streams.

Five types of control traffic are identified formete instrumentation on the Grid. Their QoS
requirements can be listed as follows.

Urgent control traffic, including synchronisation, control instructiorend MPI
messages, requires low delay and a reliable trassoni, whereas it occupies less
bandwidth, owing to its small data size.

Normal control traffic, including status report and code deployment, irequ
medium delay, a reliable transmission and normadieédth.

Background traffic, mainly for backup and update, poses higher baatithwi
requirements. However, part of this traffic does mave strict reliability requirements
and does not have restrictions in delays.
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o

Plane Type Usage Delay Reliability Data siz¢  Banddth
urgent Synchronization ms yes small low
urgent Control ms yes small low

instruction
Control urgent MPI and IPC ms yes small low
msg
normal Status report 200ms yes normdl normal
background Broadcast | 1000ms+ no big high
information or yes
real-time Interactive 150ms no normal tq high
Video big
real-time Interactive 150ms no normal normal to
Audio high
normal Broadcast Videc 1000ms yes normal to high
big
Data normal Broadcast Audic 1000ms yes normal normal
high
real-time or | Experiment Datg 100~1000 yes normal to high
normal ms big
background Data Backup minutes yes big normal
high

o

Table 4 Traffic types in Remote Instrumentation Exgriments

We also identify six types of data traffic in remabhstrumentation applications on the Grid.
Their QoS requirements can be summarised as fallows

Real-time multimedia data traffic, including video and audio, requires low
transmission delay, but it is tolerant of minor lgetcloss. Its flow size varies from
normal to high, depending on the requirements efuber applications and technical
implementations, such as the codecs adopted.
Normal experimental data traffic, including multimedia and numerical experimental
data, has lower requirements in delay. Howevedeinands higher reliability than

real-time flows. The data size also varies frormmadrto large.
Background experimental data traffic has lesser requirements in terms of delay — it
can be transmitted in the range from several mitdeseveral hours. However, this

traffic always exhibits very big data sets and mgs demand in bandwidth.

All features and QoS characteristics of the trafyiges are briefly surveyed in Table 4. This
situation can also be considered as the classataptiant and mice” example. Apparently,
there is no one-size-fit-all solution to cater tieeds of traffics types with various demands in
QoS. Any simple multiplexing solution has to compise QoS guarantees, which either
harms the performance of applications or over-oesupesources. Conventional QoS
mechanisms, such as classification and shaping besn intensively studied. Such approach
can solve the aforementioned requirements of reimsteumentation. However, owing to the
fact that most network end-points that instrumesas access do not support conventional
QoS, we have to consider possible improvements atwarks based on best effort.
Improvements can be obtained at both edge andofdine network.
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The QoS requirements can be categorized into thpeeies: delay sensitive, throughput
sensitive, and loss sensitive.

Delay sensitive:A straightforward solution towards this problemtds differentiate
traffic flows and provide priority accordingly. D sensitive flows are mapped into
prioritised classes, and normal flows are mapptaltine normal best effort class.
Throughput sensitive: Multiple queuing mechanisms additional to FirstHinst-Out
(FIFO) are deployed to meet the different demanD#ferent classes of traffic are
separately queued. Queues that accommodate thnougigmsitive traffic have
priorities in occupying storage spaces, while qsefoe delay sensitive traffics have
priorities in sending packets.

Loss sensitive:Loss sensitive packets have the priority in acoege in switching
nodes. Even though the queues at switching noadefuly the loss sensitive packets
will still be accepted, to occupy the storage spafcan existing packet that is not loss
sensitive. However, loss sensitive traffic is mokely to be asked to back off (or
slow down the rate, if not using a TCP-like transayer protocol).

To make this scenario possible, different strategieed to be developed.

3.2

Application Interface: Currently adopted and standardized interfaces for
communication (APIs, such as the popular BSD sa¢ked not provide users the
ability to specify the different service qualityquerements when making a data
transmission. The sending interface has to be &epple, but it should provide the
ability to transparently differentiate traffic, anthus perform correct class
assignments.

Resource provisioning:Network resources should be monitored from hostast to
meet the various QoS requirements of Grid appboati Resource reservation should
be possible to make sure sufficient capacity ofrteevork is available for the service
guality specification of a remote instrumentatiqplécation.

Resource usage controlDifferent classes of traffic should be treatedfan bases —
no overuse of resources should be allowed. For pbeamvhen the loss sensitive
traffic benefits from low loss rate by overwritimg existing packets in the queue, it
should receive lesser throughput, compared to ass-ensitive flows.

Grid QoS

3.2.1 Meeting user expectations

A straightforward expectation of users of remotnmmentation is that instruments in remote
places can be operated and experimental data caextbected from them, as if those

instruments were locally available. Based on restibm previous work packages, it is

believed that usability and reliability are two cems of utmost importance for the users of
remote instrumentation. Quality of Service (Qo8gréfore, might become a critical issue in
remote instrumentation.

What does QoS mean to remote instrumentation?rérugh impression from the user point-
of-view, it implies whether the user can have aichideo display generated by the remote
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instrument, whether experimental data meet reswlugind accuracy specifications, whether
an interactive control is productive, or even ifpexment results are downloadable when
demanded. Quality of Service can be a broad teram ith used to denote the level of
performance that a given user experiences. QoSostumgfers to the possibility of a given
service instance to offer a performance level dadisfies the requirements of a given user. In
a typical remote instrumentation application, Qafpmort poses the requirement in two
aspects: a) instruments at the edge of networklghaoduce experimental data with the
required quality; b) data generated by instrumehisuld be delivered to the user end with
certain quality specifications, e.g., bandwidtHagieloss rate, and delay variation.

The QoS of instruments can be characterised byaspects of parameters, intrinsically and
extrinsically. As mentioned in D3.2, intrinsic chateristics, mainly limited by its physical
principles and manufacture nature, are inherettteninstrument. They cannot be changed by
better configurations or software, but are instdatermined by the scientific use. Extrinsic
characteristics are largely determined by the usawthodology of the equipment.
Improvements of experiment configurations and safevupgrades might lead to a better
quality of data.

In general, QoS in communication networks speciieguaranteed throughput level, which
makes it possible to ensure end-to-end delay assl Hate within a specified level. QoS in
communication networks is widely studied. It is dige satisfy diverse data transmission
requirements of distributed applications, suchtaagent end-to-end delay bounds, minimal
transmission rate, or simply high throughput. Baléjc QoS depends on two aspects: the
characteristics of the communication channels dadstatistical nature of the traffic. The
characteristics of the communication channel arenimadecided by the nature of
transmission media and lower-layer technologiesseBaon these quantities, the service
model is defined and control methods are enginetredeet a range of QoS performance
requirements.

3.2.2 Grid resource management
3.2.2.1 The fundamental role of resource management

Different organizations operate their resourceseundifferent policies; the goals of the
resource user and the resource provider may basitent, or even conflicting. The situation
is further complicated by the fact that Grid apglions often require the concurrent allocation
of multiple resources, necessitating a structuratiich resource usage can be coordinated
across administrative domains. Much current reseanc Grid resource management is
focused on understanding and managing these dipeigges from the perspective of both
the resource provider and the consumer, with the gbsynthesizing end-to-end resource
management in spite of the fact that the resowaeidependently owned and administered.

The emergence of the service-oriented architectines,increased interest in supporting a
broad range of commercial applications, and theurahtevolution of functionality are
collectively driving significant advances in resceirmanagement capabilities. While today’s
Grid environment is primarily oriented toward beffiort service, the situation is expected to
become substantially different in the next seveyalars, with end-to-end resource
provisioning and virtualized service behaviour trgatndistinguishable from non-virtualized
services becoming the rule rather than the exaeptio
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In general, experts possess a good understandinigeobasic mechanisms required for a
provisioned Grid. Significant challenges remainwhkwger, in understanding how these
mechanisms can be effectively combined to creaeness virtualized views of underlying
resources and services. Some of these challergesdrictly within the domain of resource
management; for example, robust distributed allgort for negotiating simultaneous service
level agreements across a set of resources. Gtherd, such as expression of resource policy
for purposes of discovery and enhanced securityefsahat support flexible delegation of
resource management to intermediate brokers aselgltied to advances in other aspects of
the Grid infrastructure. Hence, the key to progregsshe coming years is to create an
extensible and open infrastructure that can inaateothese advances as they become
available.

3.2.2.2 Resource Management and Scheduling

Currently, there is neither a coherent and genewadtcepted infrastructure to manage and
schedule resources nor are there efficient coatidmaalgorithms that suit the complex
requirements of a large scale GRID environment wifferent resource types. Key issues in
this area are, for instance, the consideration obst and accounting model, as well as the
support for individual policies of GRID users amgaurce providers.

The CoreGRID Network of Excellence has been esthéd in order to strengthen and
advance scientific and technological excellencethia area of GRID and Peer-to-Peer
technologies. The joint programme of activity withCoreGRID is structured around six
complementary scientific research areas that haee Belected on the basis of their strategic
importance, their research challenges, and theggresed European expertise to develop next
generation GRID middlewar®esource Management and Scheduighgne of the areas that
was taken into consideration and is operated inui@al research institute within the
CoreGRID Research Laboratory (Virtual Institute).

The future application scenarios for Next Generat®®RIDs (NGG) are not yet clearly
predictable. While current activities focus on hjggrformance computing in scientific
environments, future GRID systems will include negource types as well as commercial
application scenarios and business models [3]. iRstance, the resources in a Next
Generation GRID will include various types of haete resources (processor nodes,
memory, and network bandwidth) over data and sa&wapplication programs), as well as
other complex services (visualization, sensors, arsfruments) [4]. As those different
resource types require different handling, new epi& must be developed for resource
management and scheduling in NGGs. Neverthelessefitient, secure, and reliable
scheduling system is vital for the acceptance ofGdGy a broad community. An NGG
scheduling architecture must be distributed in ptdehandle the highly dynamic nature of
the GRID and to prevent dependencies on single oaegs of the architecture. It must be
able to allow the integration of a large variety a@mponents into the GRID and support
individual policies imposed by the various resouogeners and GRID users. The concepts
must be scalable to support GRIDs with large nusilzérresources and participants. As
business models for GRIDs are still underdeveldpeay, the scheduling architecture must
also include means to implement different futursibess models. In order to simplify GRID
use, the architecture must automatically coordiaditeesources requested by complex GRID
jobs. This includes solutions for the schedulinglyems that are of general practical interest
in the context of large-scale distributed platforms
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Current GRID systems provide a set of core seryiabsch allow the remote execution of
computational jobs. In addition basic functions data management are available. However,
there are currently no common solutions for higleeel services in terms of automatic
resource coordination and management, which reatlyide a transparent access to resources
for the end-user while also laying the foundationdifferent business models. Many projects
need such functionality, as it is usually not feksithat an end-user manually searches and
negotiates for suitable resource access. Therefioaay projects implement a new resource
management and scheduling part to implement a apssd solution for this task. Existing
projects typically address only parts of the generablem and are often specific for a
dedicated application scenario. For a broad pralifen of Grid technology it can be deduced
that future Grids are not limited to small- or medisized HPC Grids, but must provide
solutions for different application scenarios, udihg, but not limited to, enterprise business
applications, or mobile and ubiquitous computingmbient networks. In contrast to existing
scheduling architectures, the resources in a Nexie@tion GRID will support various types
of hardware resources (processor nodes, memory,natvdork bandwidth) over data and
software (application programs) and many other demGRID services (visualization,
sensors, and instruments). Most of these resoareesurrently not well integrated into Grid
management.

It is the key objective of the Virtual Institute tvercome the research fragmentation by
bringing the experts in the different areas of aesle management and scheduling together.
Through joint work and coordination of the specifientributions of the partners a general
scheduling and management architecture is plarobd teveloped.

From a research point of view the NGG results aatrénslated to several mission objectives
for resource management and scheduling (RMS):

Offering a pervasive RMS middleware model, whicm d&e applied to different
application scenarios;

Considering different resource types within the agement and scheduling process;
Providing automatic scheduling mechanisms, whigipett end users and application
programmers;

Agreeing on common interfaces and models for impleting individual solutions and
re-using existing ones;

Supporting business models within the resourceeefeand scheduling process;
Investigating fault-tolerant, resilient scheduliamgpects.

All the above research tasks are planned to besaged in the future research. The outcome
and results of that research will be used to establ common model.

The general approach of the Virtual Institute ors&Rece Management and Scheduling is
three-fold:

1. Provide joint solutions of the participating parsevithin each research task

2. Collaborate among the research tasks towards &ffamework

3. Coordinate with the other Virtual Institutes in €&RID to integrate with their
roadmap.

For the activities within the Virtual Instituteshet following strategy has been identified
during the first meetings:
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Gain common understanding and naming of the GRIDSRpoblem among the
partners

Review the existing research activities of the muend

Identify common models

Analyze and start the possible integration of @xgstesearch results towards a joint
CoreGRID RMS framework.

Identify gaps within the map of existing soluticanrsd stipulate joint projects on these
ISsues.

Disseminate know-how and reuse CoreGRID solutiorsther projects.

3.2.2.3 Roadmap
The activity plan for the nearest future is presdriielow.

1. Phase onefocuses on the gaining of a common understandidgvacabulary of the
problem space. To this end, surveys and presensatd the individual research
contributions are conducted by the partners. égected that this will identify similar
or complementary research goals among the partnérish will lead to additional
collaborations. This roadmap document containsrmétion based on the work in the
first months of the CoreGRID network. That is, floent meetings and workshops
have been used to explore and clarify the problpates among the partners. First
collaborations have been identified and documented.

2. Phase two: collection of existing ideas circulating among tpartners, possibly
coming from the different “local” projects the paets are involved in. Actual
collaboration is performed towards the joint resbajoals.

3. Phase three:results from the previous phases are shared withey as well as to
other WPs of CoreGRID. Feedback is incorporated ased for further research
activities.

4. Phase four:actual research results are integrated and tbstagben the tasks.

3.2.3 Service Level Agreement

Grid computing has relied on “best effort” as adyog principle of operation [9]. However,
for some application domains, users require soma fof commitment and assurance on top
of the allocated resources. Commitments and asseirare implemented through the use of
Service Level Agreements (SLAs), which ensure @ggdlications’ job requirements are met.

As identified in previous WPs, Remote Instrumeptatis a kind of application that has
prominent QoS requirements. From the performancalitgupoint of view, current
technologies of the Grid do not completely addibsse key issues.

The first issue relates to the nature of Grid-piedi resource sharing. Remote
instrumentation is developed to share expensivensfic equipment that is not locally

available. Compared to conventional Grid servisesh as high performance computation,
the remote instrumentation service involves moex#je and rarer resources. In conventional
Grid, it is often assumed to have sufficient researavailable to satisfy all concurrent users.
The purpose of QoS in conventional Grid is to avsirt period overload, which can be

D4-2_Final_new.doc PUBLIC Page 38/ 116



RINGrid — D.4.2

solved with peer-to-peer negotiations or servicgrations. On the other hand, in remote
instrumentation, the instrumental resources sidigger term constraints.

The second issue relates to the nature of apgitatMore real-time transactions are required
when remote instruments are being used over theé. Ghultimedia data and large files are
required. Current SLA does not include the netwarbr into account, whereby performance
will melt down due to the performance degradatibthe communication network — however,
nothing can be assured on the network transfer.

The third issue relates to the nature of perforraapersistency. For conventional Grid

applications, e.g., high performance computing,eoadroker with SLA detects the sluggish

performance of a particular resource, it is possibl migrate the task to another resource
which may better fit the service level. Howeveg thsk migration of remote instrumentation

remains unsolved. This aspect endangers SLA.

3.3 Cross-layer QoS translation

When a remote instrumentation application is ruerothe Grid infrastructure, how the
resources in the Grid should be managed to catemmigtiple requirements remains a
somehow open question. There are several challahgéshad to be overcome in order to
guarantee the service quality of Grid applicatioDse of these regards the communication
network in support to Grid services. Early work eross-layer QoS has led to the
development of a range of interfaces, specialisetthe different classes of entities that need
to be managed. For example, InterServ and DiffGame been developed, separate entrances
are provided to the Grid platform to select, basedthe performance requirements of its
applications. However, these approaches becomeeasitigly inappropriate as more
sophisticated applications demand increased legtlsontrol of resources to meet the
everlasting needs of Grid applications. Thus, gsearch has to start exploring approaches to
integrate communication networks as resources éenGhid. Mainstream Grids have little
consideration in the communication network that pgufs the data movement. They
emphasize more on the resource sharing at endasystnd simply assume that the
communication network is transparent when an erehtb connection is set up. This
assumption sounds reasonable when the data ac®$sess built on a high-performance
network that connects resources geographicallyeclesough. However, for a remote
instrumentation scenario, where instruments thatlyce large quantity of data are situated
far from the users, the complexities and uncerfsnbccurring within the communication
network are an inevitable factor for the perform@anaf the remote instrumentation
applications. Therefore, it is necessary to take account the network status during the setup
and running process of remote instrumentation.

3.3.1 Network QoS requirement identification

The primary goal of QoS translation is to adher¢ht applications’ resource requirements,
and to insulate the applications from the compiesibf networks and Grid middleware. In a
remote instrumentation experiment, the users ahg eéxpected to specify the data quality
requirement of the experiment scenario, such asvthdow size of the experiment, without
bothering to select how much bandwidth should lE®mesd and how much storage space
should be allocated. To meet this requirement, etkecution of a remote instrumentation
application on a Grid platform involves five matages, as describes in Figure 15.
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Job execution

Figure 15 Process of job execution for remote insimentation

The first stage is the application requirement gation, in which a user provides a
specification of the experimental requirements, apttings of execution, e.g., start time,
budget, etc. This stage is important, as it wileef the following stages, determining where
the experiment will eventually be submitted for exson.

After the job requirement has been specified infite¢ stage, related instrument resources
have to be discovered. This stage of the procesdsnisvo tasks to complete. Firstly, related
instruments that cater for the need of the spetdigerimental scenario have to be identified.
A list of instruments should be given with theitramce addresses. Secondly, the experiment
specifications are forwarded to short-listed instents, to find out to what extent the network
resource is required to meet the users’ expectation

The third stage tackles the network resource rement issue. Once all the queries have been
reported back from the instruments, extrapolatiot iaterpretation are carried out. When the
network requirement issues are passed from institem® user ends, the latter should
formalise the QoS specification according to thedseof the instruments. It is worthy to
mention that in this process the instrument decttlesnetwork requirements, but the user
application decides QoS specifications.

In the fourth stage, related network resourceda®overed, based on the QoS specification
given in the previous stage. The types of resoungegormance, and costs are specified,
respectively.

In the fifth stage, the network resources and umsant resources are coordinated, to evaluate
their status and generate a list from those resgutat are capable of handling the execution
of the job. Then, an assessment process is comjuctdind out a best set of resources to
meet the requirement of the user. This selectiomldcde cost-oriented or performance-
oriented, where the resource set with lowest qootaest quality is appointed. Nevertheless,
sophisticated evaluation algorithms can be intreduc
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Finally, the user side sends out resource brokemaggests to the appointed resources and
sets up an SLA, if at all possible. When resoureee well brokered, the remote
instrumentation application can be launched. Ifrésources are not available due to the fast
changing nature of the processes involved, thegsbas to go back to the fifth stage and
select another resource set to broker.

3.3.2 End-to-end resource broker architecture

Brokers can be used to assist in the managemeeasodirces. As studied in [10, 11], resource
brokers for the Grid can be classified into twoegaties: system-centric and user-centric. A
system-centric broker allocates resources basqmaameters that enhance system utilisation
and throughput. Conversely, in a user-centric hrokesource allocation adheres to the user
requirements, and utility of computation is enhahcempared with system utilisation. The

user-centric resource broker is studied to cater tfe need of end-to-end resource
requirements.

The structure of a user-centric end-to-end resobroker is as shown in Figure 16. Network
resources are presented as the transmission seriizg¢ are visible from the Grid
environment. Facilitating the ability of fine gamontrol of network resources, users are able
to discover, broker, and subscribe to the transomisservices at the same level as other
services, such as instrument services and datagst@ervices. In order to launch a remote
instrument application with QoS, related servicedle Grid environment are identified, and
then reserved through a broker. After all resourmes correctly reserved, the QoS of the
application can be guaranteed.

Figure 16 End-to-end broker structure
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According to the needs described in the previolssection, the broker that serves the user
end should not only manipulate the resource of systems, but also the resource of
transmission networks to meet the end-to-end rements. Because of the scalability and
heterogeneity of communication networks, it is haod interact with the fine-grained
resources up to the link and switching node. Thelemetwork is segmented into a large
number of network elements. A Network Element ifngel as the basic logical unit of any
communication network — it may contain a numbelirdds and switching nodes, and it does
not necessarily represent real physical equipmmeaty network. A single ingress as well as a
single egress exist in every network element. Rataonly be transmitted from the ingress to
the egress, and there is only a single data fledea network element. A detailed definition
will be given in the next subsection.

A transmission service keeps tracking the perfomeanf a network element. Transmission
requests are submitted from the broker by usingl Gréessage exchange mechanisms. One
such message may contain the route information @o8 requirements, such as ingress
address, egress address, maximum delay, minimudwhdih, etc. When a specified request
is received, the transmission service decides vengthaccept the request, by considering the
network performance status.

3.3.3 Transmission resource modeling

How to make the network visible to the user end goblem with heavy scalability concerns.
We continue the definition of network element. Coumication networks consist of many
entities gathered together in order to transmiarmition from one physical point to another.
A communication network like the Internet alwaysattges a complicated topology and
simplified functionality. The complicated topologyf the network brings difficulties in
modelling, and thus increases the difficulties@faducing congestion control mechanisms.
But the basic functions of the communication nekyavhich only transmit information in
bits from one end of the network to another, angpge, and the network can be viewed as a
set of many similar components with simple funcsiowhich form the complex whole.
Through carefully defining and organising composetiie properties of the whole network,
like the end-to-end performance, can be modellbdnks to the properties of these
components, as well as to the relations among th&ins.helps in exploring causes that affect
network performance. In other words, the network ba viewed as a set of independent
components interacting with each other. The amalydi the network performance is
accomplished by studying these network componemtistiaeir interaction. There exist two
advantages: the first is the decomposition of geacale network problem (which is always
complex) into a set of small problems that are $#mfo solve; the second is the ability to
decide which components unrelated to the targeteldiggm can be ignored in consideration.
Knowing this, in order to analyse the network perfance more easily, the basic component
of the network, which is named Network Element (NEXefined in this section.

A Network Element is defined as the basic logicait of any communication network. It
does not represent real physical equipment in atwark. A single ingress as well as a single
egress exist in every NE. Data can only be traniechifrom ingress to egress, and there is
only a single data flow inside a NE. Some resouesast in a NE, where these resources are
being consumed when tasks are being completeda,lletdenote two logical points in a
communication network. A data structligean be defined, where
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E=(ab)

represents the Network Elemdstfor which pointsa andb serve as its ingress and egress,
respectively, containing resources sl A™s stands for then categories of resources that a
NE contains. Given a function

R:s¥%%® x

to measure the cost of resoursesnder the condition that poingsandb are start and end
points, wheres| A™ andi A x is a scalar that represents the cost of resowscés
increases with increasing resources’ occupancy,itatieicreases in the reverse situation. As
mentioned, the NE carries out some tasks whilegusésources, and a data structuM is
defined to measure the task a NE is doWgs defined as

W =(a,b),

wherea andb, as previously defined, are the start and endtpdor these tasks. Suppose,
totally, n types of taskswi A" existy represents the quantity of thosdasks that
are being accomplished. Each dimensiow oépresents one specified task, and its quantity is
the amount of this task that the NE completed. Aaofunction

U:w¥%%® vy

Is also defined to measure the value of tasksinder the condition that andb are their

wl A" vyl A
ingress and egress, where and . The valug sifould increase or decrease when more or
fewer tasks are being finished. Moreover, the irtgpare of tasks is also expressed in the
functionU, where important tasks have high influence onvtiae ofy.

It can be observed thktis the static characteristic of the NE, which vebrdmain unchanged
unless the NE is not re-organised, wiWemight be changing over time, when applications of
the network change. So, any NE can be measuredoiparts, the static part and the varying
part. Then a Network Element NE’ can be defined, i@presented as

NE'= (E,W) = (a,b)°.

A criterion function is also needed to measuretifieiency of Nes. The value of the criterion

should remain high when the NE is accomplishing eiewasks while occupying more

resources. For the same reason, the value of itegi@n should remain low in the reverse
situation. Therefore, similar to the ‘price’ defion in economics, the Transmission Price is
being used as the criterion for Nes. The transosprice is the flat resource cost for every
unit of task, which can be defined as follows:

RS

z=J(NE) =
U (1)
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It is normally expected that a NE is able to acclishpmore tasks while occupying the same
amount of resources (or accomplish the same typgasét by using less resources), and that
is the only way to improve the NE’s performancer Fos reason, the value afneeds to
remain as low as possible in order to improve ffieiency of that NE.

There exist some relations among Network Elemdntghis section, some operations are
used to represent these kinds of relations, amsdsttion also illustrates how these operations
affect overall efficiency. As mentioned, for evéM§, two points, ingress and egress, exist,
which interact with other Nes. For any two Nes,r¢hare only two possible kinds of
connection modes (as shown in Figure 17). One iBnbyng the two Nes together in series
where the first egress becomes the next ingregsingil7a), the other by arranging them in
parallel, linking their ingress and egress simwdtarsly (Figure 17b). For the reason that the
composite unit after those two operations still siag)le ingress and egress, as well as single
data flow, it can be observed that the compositeafrtwo Nes can also be considered as a
new NE.

NE
NE,  NE, C:NEZD

(@) (b)

Figure 17 Operations Between Network Elements

First, the situation is studied where two Nes amenecting egress to ingress (or in terms of
series). Two Nes',\IEl and NE?, are defined as follows:

NE, =(E,W) = (a,0)5 g NE: = (B W) = (3,0,)5,
If the composite unit after the series operaticals® a NE, it is defined &E°, where
NE® = NE, + NE,

The symbolA Is used for representing the series operationrevhe
wo=w Aw, o qs*=sAs,

From Figure 17a,
ac =al; bl=a2; b2 =bc.

So, the composite unit can also be representeallaw$,

(@°,b%)%, = (a,h)} +(ah,)7
s*=sAs,

C —
wo=w Aw,

BecauseNE; andNE; are occupying resources simultaneously, the tmtsi of resource that
NE® occupies is

D4-2_Final_new.doc PUBLIC Page 44/ 116



RINGrid — D.4.2

R(s*) =R(5,As,) =R(s) +R(s,) )

For theNE® task calculation, any successfully finished taBkusd pass though both Nes;
therefore, the task value of the overall UNE is the intersection of the task value of its
componentNE; andNE,, which is:

W =W, W,

From the series behaviodt” = WA W, =Min(W,W,) <4 the effective value JHE® is
U (w®) =U (min(w,,w,))
As it has been assumed before that the compositesunNE, so
U (W) =U(w)=U(w,) (3)

From Equations 1, 2, and 3, the criteriaN#°, in terms of transmission price, can also be
given by the following equations.

¢y _ R(s°) _R(s)+R(s,)
YNE) =G T uw)

J(NE®) = J(NE,) + J(NE,) @

For the same reason, the transmission prica fdées connected in series is

In the remainder of this subsection, the situatiolh be analyzed where two Neé\!El and
NEz, are connected in parallel. All symbols have tAma definition as above, except for a

new Network Elemen{\IEd being now defined as
NE, = NE, + NE,

As illustrated in Figure 17b,
& =38, =8. b, =b, =b;
So, NE, can also be represented as

(ay.by)% =(a,b); +(a,,b,)7
wheresg=s1+S,, Wg=W1+W5.

NE and NE: are occupying resources simultaneously; therefore,
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R(ss) =R(s) + R(s,) (5)
The tasks for\& and NE are replaceable, since any transmission task floro by can
either be executed vai or NE_ So, the accumulated task %le is

Wy =W, W,

The effective value o1NEd is

U (wy) =U (W, +w,) =U (W) +U (W,) (6)

Therefore, from Equations 1, and 5, the transnmspiece is
Uw,)  U(w +w,)

Uw) U(w,)
Otw ) D) )

I(NE,) =

From Equation 7, fon parallel-connected Nes, the transmission price is

L= Uw)

U W)

x=1

We write thatl\IEq | NE, whenNE; is a part ofNE, i.e., NE, finishes part ofNE's tasks
while consuming part dflE's resources. From this definition, it is clearttha

NE,NE,1 NE° , (NE,NE, 1 NE,

Apparently, network elements can merge or splicheat them reflects a transmission service
that is visible to user-end brokers.
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4 User interaction support

4.1 Collaborative tools and Virtual Organizations (  user-to-user
and user-laboratory interaction)

Virtual organization (VO) support in Remote Instemation applications must deal with
providing tools for the cooperation among potehtihighly heterogeneous teams of persons
that need to work remotely in performing complex@xments. As pointed out in [1], “an
interesting synergy can be envisaged between ¢hdsfof Computer Supported Cooperative
Work (CSCW) and cyberinfrastructures. While CSCWuldo benefit from a broader
understanding of large-scale distributed scienckeangineering collaborations, the design of
Cyberinfrastructures can capitalize on both sofaators analyses and technical solutions
developed in CSCW to support various forms of coafpen.”

The concept of Virtual Control Room, developed witlthe GRIDCC project, aims at

providing a comprehensive set of tools, both fershpport of general collaborative activities
and for the specific needs of manipulation of artdraction with scientific instrumentation of
any kind (figure 18).

Figure 18 General architecture of the GRIDCC VCR []
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The main philosophy of the VCR has been brieflylinat in D4.1. It is based on the
provision of the essential mechanisms and tooledtiaboration, access to and control of the
instrumentation, and execution of complex coopeeataboratory experiments, leaving the
development of more specific and application-oeéntefinements to the further interaction
with the user communities.

By adopting this philosophy, and in the light oé thrief survey already conducted by WP4 on
the technologies for visualization and distanceniea, a possible line of further development
for future Vos in these aspects should aim at:

Provide enhanced VCRs for specific applicationdsebnd user communities (e.g.,
astronomy, material science, engineering, ...);

Investigate the role that can be played by conatddi and emerging distance learning
standards when empowered with the capability of performitaporatory live
experiments as part of the educational proces$ threanstruction cycle, and find out
where and how the VCR concept can be become a ompanent of such standards
Improve the flexibility of the VCR, by allowing thedoption of more or less
sophisticated GUIs (with or without reproductiontbé instruments’ control panels,
the use of graphics, 2D or 3D representation amal wlaualization, etc.), according to
the user’s capabilities, in terms of terminal equgmt and access network;

Consider the steps to be performed to satisfy dggirements of users with special
needs.

As an example in the integration of more sophigtidavisualization environments and the
VCR, we can briefly mention the GRIDCC Device Faapplication, where the VIL (Virtual
Immersive Learning) framework has been used, toaecdn the representation of the
instruments [2]. The framework is run in the lobalst, and visualization data coming from
the VCR are locally forwarded to it to be displayed

4.2 User-instrumentation interaction

When dealing with the concept of remote instrumtgoia one of the most important aspects

is the user interaction with the remotely locatestiumentation. The goal is to enable the user
with exactly the same possibilities of performirgesitific research that he or she would have
when working “in the same room” with the scientiflevices. This of course creates a whole
set of problems and difficulties, due to the peaulhature of the hardware devices and

experiments.

First of all, not all instruments (especially thder ones) were created with the possibility of
remote access as a designed feature. Some of treemoa even controlled by external
computers and without networking possibilities,réfiere unsuitable for virtual laboratories.
Even when there is an external system controllivg équipment, in most cases there is a
number of parameters, switches or other operati@msiks that can only be done manually by
the device operator, located at the site. Solvimg problem requires fairly sophisticated
approaches implemented in the Grid middleware mspte for user-instrumentation
scheduling and interaction.
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In the Grid environment, the most logical approaduld be to find a universal solution for
the tasks involving remote access to the devicdso#tmer interactive computational tasks, as
they share the same common characteristics. FrerGtiud point of view, both types of tasks
require synchronization of the user presence antheftask execution time, as the user is
required to actually perform the experiment/compaoite — which creates a set of problems in
terms of scheduling, resource allocation and mamagé of the interactive connection
between the user and the scientific device or nogr

In the case of remote access to scientific instnisyghe most important assumption is that
the device is controlled by an external computestesy, which can be interfaced with the
Grid environment.

The main issue that needs to be solved is the gmohlif presenting the graphical user
interface (GUI) of the scientific device (or othateractive computational application) to the
remote user, therefore allowing the control of themote equipment or interactive
computations.

This can be done in a couple of ways — sometimesd#vices or computational programs
have the complete API available and a networking, pghich accepts external commands
sent over the network. This is not the optimal wdyremote user interaction with the
equipment, as it requires the complete controlBogware, together with the GUI, to be re-
written, by using the APl and networking protocdlse software is extremely sophisticated,
and this of course creates an extensive amountodf,vand the final implemented solution
fits only that particular case and device. Onehaf tnost important goals of the concept of
virtual laboratories is the ease to adapt to nestruments and computational programs. This
is the main reason why another, more universalicguh has to be applied. A very helpful
tool that can be used to solve this problem iISMNE [3], which stands for Virtual Network
Computing. VNC is a remote control software toohiet allows users to view and interact
with one computer (the ,server”) using a simplegsean (the ,viewer”) on another computer,
anywhere in the Internet. The two computers doewen have to be of the same type; so, for
example, users can adopt VNC to view and use aiits run on UNIX machines on their
Windows / Linux PC or Macintosh at home. VNC iselseand publicly available and is in
widespread active use by millions throughout indystcademia and privately.

Server Viewer
et -

|:/ -\"‘- @ -

b - / _—

S A 7

WinCE
DOS
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GGI

" SVGALib

RiscOS
Geos

Figure 19 VNC architecture
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As was previously mentioned, we base on the assomittat the experiments can be treated
in fact as the instances of interactive applicajomhich are responsible for controlling the
scientific instrumentation. In that case, it canchesarly seen that a VNC server can be used at
the scientific device end as a tool, which willddde to present the remote user with the GUI
of the device control application. On the otherdaexactly the same approach can be used
with other interactive applications scheduled ardcated over the Grid together with the
actual experiment, for data pre- or post-processiingfully integrate the VNC concept with
remote instrumentation and Grids, the whole idesatbde extended with the concept of VNC
manager module, as the raw VNC is not suited ferntulti-user and Grid environment. The
VNC manager module would be normally run by thed@theduling module, instead of the
instrument-controlling or interactive computatioagbplication.

The role of the VNC manager is to set up the VN@ee run the actual interactive
application or instrument control software and prepthe environment for the remote user
viewer connection. The first step is to find theaidable port and a proper display number.
Then, the custom-created dynamic VNC password wbeldyenerated, as opposed to the
standard static one, which is essential in terma@tased security. The hostname, password
and port numbers are sent to other Grid modulgsoressble for monitoring and scheduling
interactive tasks/experiments. This information|viie later passed to the VNC Viewer
application at the client side in order to estdblsconnection. Once the VNC server is up and
the display number is determined, the actual apgtin is executed, with its output directed
to the appropriate display. Now the user is abledtanect to the VNC session and control the
application — performing the actual experiment ¢ wcientific device. Connection is
possible until the signal to end the interactivet g given, which can be sent either by the
user or automatically by the system (if the timet @ixpired). If the signal is received the
application is terminated, the password canceded,the VNC server is closed.

Besides the remote access to the interactive apiolics, there are other important issues that
need to be considered. Very often the scientifstruments work with samples of different
physical matter being examined. Working with phgkisamples is not possible over the
network without using dedicated and sophisticagedate controlled robots. This is extremely
complex to automate, and a reasonably better apiprosmuld be to consider the device
operator as a person located ,on the site” andoresple for handling the samples manually.
The problem of sample management is described imilden section 4.4. Another
responsibility for the operator would be the manoération of hardware switches, knobs
and other tuning equipment that may be presenherstientific instrument and cannot be
accessed via online connection. Sometimes thigp setd/or fine tuning of instrumentation is
critical for the success of the experiment, anddafoge a good communication platform is
required between operator and remote user durisgstage of the experiment. An audio and
a high-resolution video link seem to be enough osttases.
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Figure 20 User instrumentation interaction archited¢ure

Having the device operator in the equation, theduahng algorithms become more complex.
At this point, the experiment schedulers must tak#® consideration the following
parameters:

the hours in which the device is not used by tlwllstaff and may be operated by
remote users — with consideration of maintenancegs etc.

the work hours of the remote user, who usually ggeeto perform the experiment
during his/her work hours

the work hours of the scientific device operatair kis/her presence is required

the presence and status of the sample — if appdicab

the minimal time between experiments, needed byg®ator to change the sample,
retune the device, etc.

The overall view of the user instrumentation intéian is shown in Figure 20. It may be
worth mentioning that the description in this sutes® does not cover the scope of data
transfer to and from the remote instruments / cdatmnal machines, as in general this
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should be a user-transparent process, definedebtferexperiment starts and executed before
and after the experiment, without any further ustrvention.

4.3 Time synchronization

A grid system should allow data exchanges throughtsanodes, while maintaining the
semantic coherence property for all the informatmbe presented to and manipulated by the
users.

In particular, grid systems, enabling the inte@ctivith remote scientific instrumentation,
have to deal with data often coming from experiraeantd, then, added with physical and
temporal meanings that should be preserved thralighe system’s activities.

While most of the information properties could hgorted by the many types of Data
Management subsystems available for distributedr@mwments, one attribute should be
directly enforced by the grid system itself: thgtthe temporal characterization of the data.

Information marked by a node with its own autonomtime reference, in fact, will maintain
little or no meaning if viewed by a remote disttidd component that, for geographical,
logical or practical reasons, possesses a difféeraetbase.

Furthermore, the concept of a common time is ctdoraa real-time-like interaction model,
where a discrepancy in time measurements by thieusaisystem nodes would lead to a
substantial inability to recognize events’ occuocesand to perform a deadline-based tasks
scheduling [4].

For these reasons, a grid system should possedantiegonalities needed for maintaining a
unique global time base, in order to grant the t@malpcoherence of data and events circulated
by its distributed components.

4.3.1 Global time support

As pointed out in deliverable D4.1, perfect globiale is nearly impossible to obtain in a
distributed system: even with an initial synchraian, over time, each node would
progressively produce divergent measures, due dauttavoidablerifting effect that each
local physical clock is subjected to.

To overcome this problem, a sufficiently accuralebgl time base could be achieved, by
using techniques like those described in the di@clment: time coherence could be derived
using the abstraction ¢dgical time based on the “happened before” relation betweents,

or could be obtained with distributed clock synctization algorithms that correct the drift
errors through the periodical execution of re-syonfzations, both with each other’s clock
(internal) or toward a central reference cloekierna).

For the latter approach, different Internet netwprktocols have been developed for the
nodes’ synchronization: DAYTIME (RFC 867), TIME (RF868) [5, 6] and Network Time
Protocol (RFC 778, RFC 891, RFC 956, RFC 958, RB@G) [7-11].
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Moreover, especially in sensor networks and outdealization, Global Positioning System
(GPS) receivers have been used for nodes’ timgrrehsonization.

DAYTIME protocol

Introduced in 1983, it was the first protocol tesily and communicate a time measurement
over the ARPA Internet. Hosts implementing thistpcol were responsible for accepting
both TCP connections and UDP datagrams on thekmelivn port 13 and to respond with an
ASCII character string, with the current measurete dormatted according to one of the
standard syntaxes, like, for example:

< Weekday, Month Day, Year, Time-Zone >

TIME protocol

This protocol, also introduced in 1983, specialiteslfunctionality offered by the DAYTIME
protocol, by offering the time value in a machieadable format that was better fit for the
correction of local clock drifting errors. The timia fact, was specified to be published as a
32 bit integer value containing the number of selsoelapsed since a particular date, 1-1-
1900 00:00:. UDP and TCP incoming communicationsevgpecified to be served on port 37.

Network Time Protocol

This protocol [12] was introduced in 1992, to coetpland substitute the two previously-
described predecessors and, through different RbgQirdents and subsequent versions (the
current one is version 4), specified a completéhitgcture to produce and publish high
precision time measurements over the Internet.

Architecture overview

NTP hosts are organized in a hierarchical archutectsubdivided in different levels, called
Strata

stratum 1 servers are connected with high precisime measuring devices (also called

stratum 0), like atomic clocks, satellite measunetdier radio controlled clocks; stratum 2

nodes receive temporal data from servers in treustr 1, and so on, descending down the
levels (there are theoretically 256 allowed levels)

In order to gain higher precision and to discardfunmationing servers, each server, lower
than stratum 1, executes the synchronization pspdgsmatching its clock measurement with
those from several other servers in its superieller with other peers in the same stratum.
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Figure 21 The hierarchical organization of NTP serers

NTP messages are exchanged using UDP protocoksiegcon well-known port 123) and
each packet contains a timestamp of 64 bits, meggstiie time elapsed since the epoch of
January 1, 1900: the first 32 bits denote the mitquart and the subsequent 32 bits the
decimals. With the current specification, NTP cawver a range of 136 years and give a
precision of 0.223 nanoseconds: future versionkawt to extend the packet size beyond 64
bits.

On a heterogeneous network like the Internet wathable delay and jitter, the NTP protocol
can reach a synchronization precision in the oafetO milliseconds, while in local area
networks it can reach accuracies of 200 microsexamdier ideal conditions: however, the
NTP being a user space process in the host, t@waHietter performance, the local clock
adjustment with the NTP measured time value shbaldirectly supported by the underlying
operating system (currently Linux and Solaris késrman perform this utility function).

GPS Time

Most of the Global Positioning System devices suptiee NMEA-0183 protocol [13]. This
standard, specified by the National Marine Eledt®nAssociation, defines a list of
“messages”, containing GPS related data, whichbeapublished by the device on a possible
output connection: usually, most commercial reasiveise RS-232 output interfaces,
operating at 4800 baud.
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Basing only on the NMEA standard (therefore, withany specific protocol extension), the
receiver can only publish its time measurement wulith message “RMC” that includes a
timestamp in UTC (Coordinated Universal Time) fotma

$GPRMC,hhmmss.ss,AllILILa,yyyyy.yy,a,x.x,x.xfdgymx.x,a*hh
RMC = Recommended Minimum Specific GPS/TRANSIT &at

= Instant of position measurement (Hours, NeésuSeconds in UTC format)
= Data status (V=navigation receiver warning)
= Latitude of fix
=NorS
= Longitude of fix
=EorW
= Speed over ground in knots
= Track made good in degrees True
= UT date
0 = Magnetic variation degrees (Easterly vabtscts from true course)
1 =EorW
2 = Checksum

PRPPOO~NOOOPRWDNEPE

Configuring the receiver to send the message esecgnd, the local clock can be adjusted
with the offset measured with the GPS, reachingeaigion up to 10 milliseconds. Problems
can, however, arise in the case of a serial cormomecserial port drivers, in facts, do not
preserve time accuracy because of the use of deatadfering, and then introduce errors in
the time value received by the re-synchronizingcess. To overcome this problem, special
types of low latency drivers or particular GPS &mgccalled PPS (pulse per second), can be
used: both solution are supported by newer Linurdds.

4.3.2 Time synchronization for grid systems

The techniques described have been widely adoptéaki development of recent distributed
systems, according to the specific characteristitee application’s scope: in particular, GPS
time synchronization has been mostly employed itd@or sensor network realizations,
mainly due to the intrinsic properties of this tecjue and to the increasing availability of
receivers with good characteristics in term of cwgegrability and power consumption.

Protocols like TIME and DAYTIME, instead, have beatilized for many years in the
Internet world, in particular for server coordimatiand management. Recently, they have
been almost completely substituted by the NTP padtothat, currently, can be intended as a
de-facto standard for clock synchronization ovéermet networks.

This protocol has met a great success in the nktadeveloper community, testified by the
four different versions and by the long-lastingizdition in many different applications: in
particular, it has been estimated that 10-20 mmllad NTP clients and servers have been
deployed all over the world and all recent operasgstems (ranging from Linux flavours to
Windows XP) directly support it.
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Regarding the realization of grid systems, agaifPNan be acknowledged as the most
widespread solution for time synchronization: NaraBrokering middleware [14] for
distributed systems uses this protocol and alsoodribe most widely adopted architectures
for grid implementations, the Globus Toolkit [15]filizes NTP for keeping the time
coherence in all the remote components.

In conclusion, it can be affirmed that NTP protofadtures in terms of low band utilization,

precision, diffusion and structural organizatiorancdenote this technique as the ideal
candidate solution to address the global time syrghation problem in the design of future

types of grid-based systems.

4.4 Remote sample control

The idea of working of many scientific instrumenggjuires an object that is examined. This
object is called a sample and usually it must Heled directly to the laboratory apparatus.
This requirement rises many problems, which renmg&rumentation systems have to cope
with. Many laboratory devices need a human serdizgng the experiment’s execution. A
very good example of such situation is a Nucleagidic Resonance experiment, where the
sample has to be put into the spectrometer befi@ratquisition process.

When we analyze the process of the remote expetimegcution we can perceive few
factors, which significantly influence their proced when a sample is involved. The most
important issues are the following: sample delivamg human factor.

These aspects particularly delimit the idea of remaccess to the laboratory devices and
experiment execution “any time, anywhere”. They seaithe necessity of appropriate
experiment planning (e.g., sending a sample tdaberatory several days before tests) and
also taking them into account in the schedulingesta

To be more precise, first, the sample has to bpapeel (usually) by the user (researcher),
who will be executing the experiment. Next, it ensto a given laboratory; the scheduling
process has to be discontinued until the sampieearin place. The user choosing a specific
institute and device where he/she wants to exettigeexperiment makes in this way the
devices’ load balancing impossible. This problem ba solved in a situation when we have a
specialized centre with many laboratory devicesna place. We also need to remember that
some samples are unstable and can yield to detgaorif they are inappropriately stored
during transportation or while waiting for the erpeent.

Sample management is strictly related with theated “human factor”. By the human factor
concept we understand: device operator's accegibihis/her skills connected with
preparing the work environment and many other humsabilities which influence the
experiment time. In case of some laboratory appardtis necessary to set up particular
parameters manually. Moreover, these actions calobe only when the sample is inside the
device. These aspects make the batch job unawaitadd require the presence of the device
operator.

Due to the specificity of the experimental sequesecution, it is very hard to characterize
one general execution model. Thus we can statethbahdbove-mentioned aspects make the
generalization and automation concept of the renmmé&umentation systems difficult to
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achieve. In such a situation every system needpeaia approach for some number of
factors.

Appropriate management of samples needs to take donhsideration also additional
functionality related to communication between a@par and user, on the one hand, and
between cooperating users, on the other. The umercommunicate with the device’s
administrator (lab technician) when he/she needstiadal information for setting up and
executing a remote experiment. This kind of conia@lso valuable when the user needs an
additional description for some special parametersa given device, which is not directly
mentioned in the available documentation. In cdsexperiments where access to samples is
needed, communication with a lab technician allpnes/iding information to the user about
the sample condition and the user can instructtékbnician on how to proceed with the
sample before the experiment. Advanced users cggestithe administrator how to set up
manual parameters (parameters that can be tun@mlypnanually by the technician) on a
laboratory device. As already mentioned, the ccatjpmr between the user and the lab
technician is necessary and very often essential.

Sample management needs to be also taken into r@coouhe user interface and in the
measurement scenario (workflow) preparation. Theer uinterface of the remote
instrumentation system must be equipped with tdols sample numeration and status
changing (e.g., sample prepared, sent, deliverestried, etc.). This tool must be coupled
with the scheduling system and, in this way, trigg# necessary actions (e.g., to start the
process of scheduling on a given instrument afteérviag). Next, while defining a new
scenario, we must know which predefined samplebéllsed there.

A natural after-effect when the problem with humaaction and accessibility exists is
automation. If we look at the NMR experiment, wa e that it can be divided into two
parts. The first one needs some operator’'s activityich includes preparing the sample,
characterizing the probe type and mounting it intagnesium, followed by inserting the
sample and manually tuning the probe to the ap@tepfrequency. The second part of this
type of experiment is automated and can be execatadtely.

The first stage can be automated or facilitatetvimways:

1. by buying additional hardware that executes sonmeratjons instead of the human,
e.g., an automatic arm that positions samples tilkoinstrument (solution used in
NMR spectrometers);

2. by shifting the responsibility for some operatighat are usually done by researchers
onto qualified staff; e.g., the device operator pagpare the sample basing on text
instructions coming from the scholar; this soluteiminates the necessity of waiting
for the delivery from the final user. Unfortunatehgsearchers are not convinced to
use help offered by laboratory staff and, usualigy want to do all things unaided.

It must be underlined that the automation of thecess can be done only in some specific
phases with some specific research instrumentsnstance, when we are considering a CAT
(Computerized Axial Tomography) scanner, the patieast be “delivered” to the device —
there is no other way at the moment.

To summarize, it is obvious that sample managemeakes remote instrumentation more
complicated. It influences measurement scenariagkffow), human factors and date of
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experiment execution. This, in turn, prevents awtom of all aspects and phases of the
remote experiments in some cases.

Currently, there is a need to implement new-germratools, which will take into
consideration all mentioned aspects of sample n&nagt in remote instrumentation systems
and will cooperate with existing modules.

4.5 User-friendly interfaces and Workflow support
4.5.1 User-friendly interfaces

An easy-to-use progranoffers a user-friendly interface that producesmgelling, intuitive
experience for the user. It offers elegant sol#iom complex problems and has a well-
thought-out interface that uses familiar paradigihgresents the user with tools that are
relevant in the current context, eliminating oratiibng irrelevant tools. It also warns the user
against performing dangerous actions and providgswo undo those actions if taken.

A definition [16] of effective interfaces is thellmving: “Effective interfaces are visually
apparent and forgiving, instilling in their users sense of control. Users quickly see the
breadth of their options, grasp how to achieve rttgmals, and do their work. Effective
interfaces do not concern the user with the innerkimgs of the system. Work is carefully
and continuously saved, with full option for theu® undo any activity at any time. Effective
applications and services perform a maximum of warkile requiring a minimum of
information from users.

4.5.1.1 Human Interface Design Principles

This section presents some key principles criticghe design of elegant, efficient, intuitive,
and friendly user interfaces [16-18]. We define:

Information Design (InfoDesign): The design of external representations to extend
knowledge.

Interaction: Modality to display information to one user comritynn a non lineal way, as
hypertexts or information in interlaced structuresmposed by semantic nodes that allow
users choose how to move in this nodes’ network.

Maps: Deliver a panoramic vision of the data structuaed tools for finding them. The user
is more interested in finding than in looking fowve need “find motors” not “search motors”.

a) Usability
There are two basic approaches in design: thetiartiseam to express itself and the
engineer's dream to resolve the user problem. Tkgeranental testing of designs is

necessary, but without excluding the aestheticecsghat anyway appear.

The core task of design, especially in Web envirents, is to communicate and to increase
understanding.
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Fast access to information can be desirable; si®s with excesses of graphical components
and animations are distracting and create hindraAcgway, speed is not an absolute
objective.

Effective communication, however, depends of the afsresources that are connected in an
intrinsic way to the aesthetics.

b) Metaphors

Choose metaphors well, metaphors that will enabérauto instantly grasp the finest details
of the conceptual model. Good metaphors are storresting visible pictures in the mind.
Bring metaphors alive by appealing to people’s ggtions — sight, sound, touch, and
kinaesthesia — as well as triggering their memofiiake advantage of people’s knowledge of
the world by using metaphors to convey concepts Badures of one’s application.
Metaphors are the building blocks in the user’s talemodel of a task.

c) Aesthetic Integrity

Aesthetic integrity means that information is walanized and consistent with principles of
good visual design. A product should look pleasanthe screen, even when viewed for a
long time.

Keep graphics simple, and use them only when thdy enhance usability. Don’t overload
windows and dialogs with dozens of icons or buttoDsn’'t use arbitrary symbols to
represent concepts; they may confuse or distrassu3he overall layout of one’s windows
and design of user interface elements should tetecuser’'s mental model of the task one’s
application performs.

d) WYSIWYG (What You See Is What You Get)

People should be able to find all the availableéuess in the application. Don't hide features
by failing to make commands available in a menuni#epresent lists of commands so that
people can see their choices rather than try tenemer command names. Avoid providing

access to features only in toolbars or contextuahum. Because toolbars and contextual
menus may be hidden, the commands they containdlabways be available in menu-bar

menus as well.

45.2 A Case Study: The UCRAV Project (Uso Colaborativo de
Recursos de Alto Valor )

UCRAV is a pilot platform built with a set of tootkesigned for the Internet, whose purpose is
to offer remote instrumentation services.

Also as part of the survey for the generation ef ithpact report evaluation for the UCRAV
Project, we asked about the capacities of commtiarcavith the operator of the instrument
(video conference, room of conversation) and albet functions provided previous to
analysis (reserve, logistics of samples, etc.).
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Based on these evaluations and other externalrdaachal tests, we identified the following
requirements related to the user interface:

Improve the graphics interface. Better handlingwgtaphs and tables. Change in
colors, the used colors cause sight fatigue ancerttakreading difficult.
The process must be well defined. Interactive wivgloeed to show the process step

by step.
Then, we redesigned the user interface in the PAhas¢he UCRAV Project.

The old and new interfaces for several screensi®fUCRAV application are shown in the
next pages.

Figure 22 Old home page
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Figure 23 New home page

Figure 24 Old Service page
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Figure 25 New Service page

Figure 26 Old Reservation page

D4-2_Final_new.doc PUBLIC Page 63/116



RINGrid — D.4.2

Figure 27 New Reservation page

4.5.2.1 Design Principles Applied in the UCRAYV redesign.
a) Usability.

The old homepage (Figure 22) presented too mudrnrdtion at once; the new homepage
(Figure 23) presents only the required informatiwet users need to perform the tasks.

In the new homepage, the user can immediately ahtersystem, given the Userld and
Password; in the old homepage the user needed teps $0 enter the system. A search
facility is present now in the new homepage.

In the new home and reservation pages (Figures r&28 27, respectively) there are
organization of icons and controls in the toolbara simple manner compared with the old
pages (Figures 22 and 26, respectively).

In the new service page (Figure 25) there is oaardubmenu, not a too deeply submenus as
in the old service page (Figure 24).

b) Maps.

The icon “Site Map” is present in all new pagesthasicons “Home” and “Contact” too.
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c) WYSIWYG (What You See Is What You Get).

In all the news pages, menus present lists of camdmao that people can see their choices
rather than try to remember command names.

d) Aesthetic Integrity.

In news pages the information is well organized emkistent with principles of good visual
design. The new product looks pleasant on the scex®n when viewed for a long time.

The colours in the news interfaces are very smoothpared with the old interfaces.

4.5.3 Workflow System Modeling for UCRAV Applicatio  n.
4.5.3.1 Workflow Systems — Introduction.
- What is Workflow?

Workflow is concerned with the automation of progexs where documents, information or
tasks are passed between participants accordirg defined set of rules to achieve, or
contribute to, an overall business goal.

Definition — Workflow [19]
“The computerized facilitation or automation of aslmess process, in whole or part.”

Workflow is often associated with Business Proc&sengineering (BPR), which is
concerned with the assessment, analysis, modelliefjnition and subsequent operational
implementation of the core business processes afrganization (or other business entity).
Although not all BPR activities result in workflomnplementations, workflow technology is
often an appropriate solution, as it provides sa#par of the business procedure logic and its
IT operational support, enabling subsequent chatmd® incorporated into the procedural
rules that define the business process. Conversaly, all workflow implementations
necessarily form part of a BPR exercise, for examphplementations to automate an
existing business procedure.

- What is a Workflow Management System (WFM)?

WFM provides procedural automation of a businesegss by management of the sequence
of work activities and the invocation of appropeidiuman and/or IT resources associated
with the various activity steps.

Definition — Workflow Management System [19]

A system that completely defines, manages, andutggcworkflows” through the execution
of software, whose order of execution is driveralbgomputer representation of the workflow

logic.

At the highest level, all WFM systems may be cha@med as providing support in three
functional areas:
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the Build-time functions, concerned with definingnd possibly ptimizes, the
workflow process and its constituent activities

the Run-time control functions concerned with mamgdhe workflow processes in
an operational environment and sequencing the wauaativities to be handled as part
of each process

the Run-time interactions with human users andpfliaation tools for processing the
various activity steps

Figure 28 illustrates the basic characteristic86fM systems and the relationships between
these main functions.

Process
Instantiation &
Control

Figure 28 Workflow System Characteristics
- What are Build-time Functions?

The Build-time functions are those, which resultaitomputerized definition of a business
process. During this phase, a business procesansldated from the real world into a formal,
computer processable definition by the use of onenore analysis, modeling and system
definition techniques. The resulting definitionsismetimes called a process model, a process
template, process metadata, or a process definition

Definition — Process Definition

The computerized representation of a process theludes the manual definition and
workflow definition.

A process definition normally comprises a humbedigtrete activity steps, with associated
computer and/or human operations and rules govgthim progression of the process through
the various activity steps. The process definitivay be expressed in textual or graphical
form or in a formal language notation. Some wonkfleystems may allow dynamic
alterations to process definitions from the rundioperational environment, as indicated by
the feedback arrow in the above diagram.

D4-2_Final_new.doc PUBLIC Page 66/ 116



RINGrid — D.4.2

4.5.3.2 Workflow Systems and Remote Instrumentation

Workflow management [20] is most important if expents are conducted remotely. The
reason for this lies in the fact that data cannetnbanaged locally, on the scientist’s
workstation, but instead need to be copied frontoathe remote instrument’s data storage,
and shared among collaborating scientists.

Scientific experiments, as well as other kinds mblecations with multiple actors and logical
activities, require the application of the workflmsncept. A workflow can be defined as a
construct, which denotes the way information is\gexchanged between the different actors
within the context of an application, and indicatéseir temporal or other kinds of
dependencies. Essentially, a workflow shows howstase structured within a process, what
activity follows another and what activity retrieverput from another. In the grid context,
workflow languages are necessary, as the compopéaggplications are loosely coupled and
are typically (re-)composed to create new applcetifrom the same structural blocks.

In the last decades, there have been numeroudsettordefine and implement workflow
languages, which can describe adequately a worldloavits actors. Some of them are geared
specifically towards web services, while othersramee generic.

4.5.3.3 Workflow Model for the UCRAV Application

- The UCRAV Project

UCRAYV (Uso Colaborativo de Recursos de Alto Valera pilot platform built with a set of
tools designed for the Internet, whose purpose affer remote instrumentation services.

UCRAYV uses resources available in the universipiadicipating in the project in order to
benefit researchers and academics from universigsgarch centers, and private and public
enterprises. It also provides a new range of pdsg&b and benefits for both the providers
and the users of the service. UCRAV will eliminageographical barriers, expanding its
services from a national level (Chile) to an intdfonal one.

The UCRAV solution uses the Grid concept —applazatof distributed computing- for the
research and development of the scientific-techgiokd activity, allowing the remote
visualization of instruments available within anvieanment of collaboration between
researchers and users.

All the UCRAV applications are built with open costandards. An outstanding feature is the
use of Globus Toolkit tools for the constructiortioé services’ grid.

The REUNA Corporation (National University Network Chile), leader of the project, is
currently working in the development and impleméantaof upgrades and improvements of
the pilot version; this phase is named UCRAV II.
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- UCRAV Workflow Model.
Mean Process.
The mean processes in the UCRAYV application are fgure 29):

1. Subscription / Register

2. Instrument Reservation

3. Visualization / Analysis Session.
The mean actors or profiles in the application are:

1. Client: a user that requires a remote analysigurg the UCRAYV platform.
2. Operator: a user that operates the instrumentiocal
3

. Administrator: a super-user that performs all tbenenistrative tasks for the UCRAV
platform.

SUBSCRIPTION INSTRUMENT VISUALIZATION /
/ REGISTER RESERVATION ANALYSIS

A
A

v

Figure 29 Mean Process (Level 0) Time

Subscription / Register Process.

The first step to begin the application starts with client registration, and the client must
subscribe to an instrument in the list. This wiljger a request to the Operator to approve or
refuse the client / instrument subscription, acoaydo the Operator’s criteria. This action
(approve or refuse) will be notified to the cliemd mail (See Figure 30).

Client.

Client Instrument Notification
Registration subscription — (by mail)

y
y

Operator. Approye .
subscription

Client / Instrument

y

Y

Figure 30 Subscription/Registration Process
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Instrument Reservation Process.

The client begins the session by entering Userldl Rassword (see the availability of the
instrument), then it selects the option “Make Reagons”. Before the start of a session, the
operator can approve or refuse reservations. Tisra(approve or refuse) will be notified to

the client via mail. The client sends the sampé& courier to the laboratory at the remote
location of the instrument and enters the shipmemntber to the application. At this time the
users (client and operator) can see the resergtimtails and shipment status by the
integration of UCRAYV with the tracking system otthurrier company. Finally, the operator
sets the sample reception in the application, yiatijfto the client. (See Figure 31).

Client
Stop
Process
Begin session No f Yes
Userld | 5| Make e !
Password Reservations ] Notification .| Sample shipment
(by mail) d
See i See .
v Reservation :-pi Shipment |
: details T status .
Begin session | Approve i S v
Operator Userld » Reservation Sample
Password Reception

Figure 31 Instrument Reservation Process
Visualization Analysis Process.

At reservation date and time the client and theratpe begin the session by entered their
Userld and password; then, they start the interacession with video conference, chat and
analysis display. They interact through the stefhefanalysis that can take several minutes,
and they can download the results and end of t&@e (See Figure 32).
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Client
Begin Session
Userld R Ente_rto
Password SESSION
VC
Chat Download End of
Operator Analysis| Results | Session

Begin Session
Userld | ENter
Password SESSIOl

Figure 32 Visualization Analysis Process

Other Process.

There are other administrative processes to all@wsers (client, operator and administrator)
manage data and objects of the application. (Speés 33, 34 and 35).

Client
Edit
Personnel
Begin session / Data
Userld
Password
Send / See
Alerts
Figure 33 Other process — Client
Operator. ¢ ¢
Edit Manage Manage
Begin session / Personnel time Analysis
Userld Data schedule
Password
\ Send / See See clients
Alerts registered

?

Figure 34 Other process — Operator
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Administrator ¢ ¢
Edit Manage Backup
Personnel Instruments Results
Begin session Data
Userld /
Password
Manage Manage
Institutions Operators

Figure 35 Other Process — Administrator.

4.5.4 Workflow Management in VLAB

The PSNC Virtual Laboratory (Vlab) is an exemplaimplementation of a remote
instrumentation system. The main goal of Vlab i definition of a framework for building
many different types of laboratory. It will facaite and automate building new laboratories by
using existing modules with their functionality.d&finition of all accessible remote facilities
as simple resources in the grid infrastructure valdreating jobs submitted to the real
laboratory devices as any other grid task. Dynameasurement scenarios allow flexible
definition of the process of the experiment, frome-processing, through executing the
experiment, to the post-processing and visualinasks.

The Workflow Manager (WFM) is a part of the Virtuahboratory architecture. The WFM

application has been designed to help users irticgeand managing their measurement
scenarios, so they may design their experiment fioavkin an easy and intuitive way.

Figure 36 The Workflow Manager Application
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The current status of the components of the Wovrkfibanager Application is as follows:

Possibility of adding new resources, which are ttamtrolled by the WFM

Possibility of describing resource parameters irecegly designed schema;
parameters can be visualized in the GUI forms aackditable by the users
Workflow designer — a tool for creating and designmeasurements scenarios

Job submission system

4.5.5 VLBI and workflow management

The Workflow Manager Application is also being deyed in the EXPReS project
(http://www.expres-eu.org). The project is plannedfinish by the end of February 2009.
Within the scope of the EXPReS project the WFM ggagilon will be integrated with the
VLBI as a main tool for controlling and managing thbservation process. The interaction
between user and system components is presentigdria 37.

Figure 37 Data flow between components

The data flow is initiated by the user — Principalestigator, who creates the observation
schedule file (VEX). After that, the Central VLBIp®rator loads the VEX file into the WFM
system. The VEX file is validated by the WFM andsed on the parameters found in the
VEX file, an eVLBI experiment is initiated. The tisf radio telescopes is taken from the
experiment description file and devices are locatedhe application design pane. The last
step required before the experiment submission th® Grid environment is mapping
between some parameters from VEX file and Correl@mntrol File (CCF).

4.5.5.1 VEX processing

The ‘VEX-file’ format (VEX = ‘VLBI Experiment’) hasbeen invented to prescribe a
complete description of a VLBI experiment, incluglinscheduling, data-taking and
correlation. This includes all setup and configmmatnformation, as well as the schedule of
observations. VEX is designed to be independeranyf particular VLBI data-acquisition

system or correlator, and is expandable to accomateodew equipment, recording and
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correlation modes. Every attempt has been madertsider the requirements and concerns of
both the astronomy and geodetic VLBI communitiegh@construction of the VEX format.

Figure 38 WFM — loading VEX file
The WFM allows to load a VEX file created by thérasomer. The experiment schedule is

than validated and analyzed. As a result, radiestelpes are drawn on tBesign Pandthe
VLBI part).

Figure 39 Setting up the VLBI experiment — radio téescopes net
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At this stage the VLBI Operator can view or chartge radio telescope’s parameters by
double clicking on the device icon or right clicgion the devicésee figure 40).

Figure 40 Resource properties

An example of resource properties dialog is presgeint figure 41.

Figure 41 Resource properties dialog

4.5.5.2 Designing a VLBI experiment

At this stage, the VLBI part of the experiment hasen defined. The WFM has the
functionality to design a GRID part of the VLBI exqiment, as well. The fixed numbers of
file servers have to be placed on the GRID paneaasijned to the radio telescopes.

File servers can be added into the workflow by itisg new resources into tl&rid part and
defining their parameters.
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Figure 42 Adding a new resource

Figure 43 Adding a new resource — fileserver

Finally, the last missing item is a correlator noddding a correlator node into the design is
done in similar way as adding a File Server.

Figure 44 shows the VLBI experiment with three fdervers defined and one correlation
node.

Figure 44 Sample VLBI experiment — without data flavs
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4.5.5.3 Data flows’ definition
The last phase of the VLBI experiment definitiortasshow the system data flows between
the components. This can be done by connectinghbwes by an arrow.

Source node with
connection port painted

Target node

Figure 45 Connecting nodes

Whenever a mouse crosses over a resource on thgn gese, there is a dot painted in the
middle of the resource icon. The resource is atmréed with a border, which symbolizes

its special state — ready for a connection withtla@onode (see figure 45).

Figure 46 VLBI experiment — complete scenario

Figure 46 presents a final eVLBI scenario, defirmdthe user (in our case the VLBI
experiment’s supervisor). There are four radioseipes defined, which are taking part in the
experiment. The data from the radio telescopesheltransferred to the three specified File
Servers and then correlated in the GRID environm@nusing a software correlator. Such a
scenario can be submitted to the system.
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5 Approaches to instrumentation virtualization
5.1 Virtualization of remote instruments in GRIDCC

Among the possible approaches toward the definitiba “universal” architectural element
and interface toward the instrumentation, the GRIDstrument Element (IE) and the
CIMA instrument model are two of the most recerd arteresting. The main features of the
GRIDCC and CIMA architectures have been descrilme®3.2. Here, we summarize some
characteristics of the IE in more detail.

An Instrument Element provides a set of servicesdotrol and monitor remote physical
devices. Specifically, users view the IE as a $eiVeb Services. Web Services provide a
common language to the cross-domain collaborati@h at the same time, hide the internal
implementation details of accessing specific inggnts.

That being so, the communications of external iestivith the les are based on Web Services
standards: WSDL (Web Services Description Languéigs) for describing the services, the
Information Services for discovery, and standaras flescribing workflows (e.qg.,
BPEL4WS), agreements (WS-Agreement), etc. Thisoofrse leads to the requirement that
the les themselves and all the supporting senickswv these specifications. On the other
hand, the communication between the les and thegmonding instruments is dependent on
the installation and can be handled by any netwookocol or even by a physical connection,
different from one instrument to another.

Each Instrument Element includes a number of Ins#nt Managers (IM), which perform the

actual communication with the instruments. Ims afprotocol adapters that implement the
instrument specific protocols for accessing itscfions and reading its status. Since the
instruments are heterogeneous in nature, there reeal to support many instrument
managers, one instance for each logical set afumsnts.

Ims are composed of three subcomponents: the cothgeteway, the monitor manager and
the data mover:

the command gatewawccepts control requests from the Virtual Instrumeémid
Service and forwards them to the instrument;

the monitor managers responsible for collecting monitoring data (s&aterrors, etc.)
and providing it to the Information and Monitori&grvice in a common format;
thedata collectorcomponent gathers the flow of data (if any) frora thstruments; it
then passes it to thBata Mover which provides the interface with any external
storage or processing elements;

the finite state machineeflects the collective status of instruments cafed by the
Instrument Manager; it receives asynchronously #tate from the individual
instruments and updates its state accordingly.

Generally, each instrument manager is collabordtwglly with the interfacing services to
translate external requests for control or momigrinto requests that the instruments
understand and can react to.
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In order to ease the adaptation of the IM to theeds of many different physical instruments,
a further common basic layer can be adopted. Watbrence to the specific framework of
telecommunication measurement instrumentation asxample, all the Ims in the Device
Farm application of GRIDCC have been built by expig the facilities of a common block
called “Instrument Abstraction Layer” (IAL) thatladvs handling different devices in a
common way, both by the user and by the developee Figure 47). The basic idea for
creating such a block is that each device shouldléstified by a proper set of variables,
which can be written and read. The IAL acts asnégriace between applications that use the
instrument, and the driver of the instrument itsbtbre specifically, the IAL offers a very
limited set of functions (e.g., connect, read, &rit.) to communicate with devices. In order
to access a specific instrument, the IM has tostegia specific device (this can require to
know some physical information, for instance, thBI& address, the name of low level
driver, ...), and get a “handle”. The actual readievoperations can be issued by calling the
read/write functions with the proper handle, areithmes of the variables to read or write.

The IAL is written in Java language and employs onenore dynamic-link libraries (.dll)
that represent the actual device.

Figure 47 Instrument Manager and Instrument Abstraction Layer
5.1.1.1 Receiving measurement updates from the instruments

As already mentioned in D3.2 in the context of tescription of the solutions adopted by
CIMA, both “push” and “pull” models can be usefok tthe retrieval of data from instruments
or measurement devices. By using a slightly diffeterminology, these two modes of data
transfer have been calles “in-band” and “out-ofdiarrespectively, in the context of the
GRIDCC Device Farm application, which we again takean example to describe them in
more detail [1, 2].
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a) In-band mode

The user, after the completion of some preliminstgps, can start the actual measurement
phase. He/she configures all the devices of thdabaratory, by sending them a set of proper
commands, with the appropriate parameters/workoigtg. Then, the user issues a command
in order to get the variables that must be monitoEeach command is sent to the IE through a
XML-SOAP remote call (see Figure 48a). This invalvig¢ the proper formatting of the
command into a XML message, according to the WSB&cdbing the IE Web Service, ii)
the actual transmission of such a packet to th&\ib Service Engine end-point, iii) the
reception, upon the completion of the command et of the XML response message, and
iv) the decoding/disassembling of the message dierato collect the result of the command
iIssued.

It should be noted that, before sending the respahg IE has to wait till a new steady state
is reached. This assures, for instance, that tigetied device has finished the execution of the
invoked command(s), or that some new acquired alaavailable for the user, or the outputs
of the device under test become steady after sdaimeilss. At the user end, the Applets
receive these results and display them properlycoAting to this operational mode, an
experiment consists of a sequence of excitatiodsrasponses: the user forces a new set of
excitations and, in turn, the IE returns the mameitb(scalar and/or array) variables, which
describe the resulting system’s response. Thereforthis operational mode, a continuous
reading (and displaying) of an oscilloscope travslves the continuous sending/getting of
commands/results, thus limiting the data transfet, @onsequently, the refresh frequency of
the trace on the virtual instrument display.

b) Out-of-band mode

As in the previous case, the user must prelimipaet-up the experimental environment, and
configure all the devices of the real laboratottyigtis done by a sequence of commands
delivered by means of a number of SOAP-XML remathscas described in the case of the
in-band mode). After starting the experiment, teerumay send a command to the IE in order
to subscribe the reception of a group of data ,(eagdata array corresponding to an
oscilloscope trace) from a certain device. Uporeieng this request, the IM controlling the
device opens a channel toward a dispatcher and comates back to the applet the “locator”
of the channel used by the dispatcher (see Fig8iog. Ahen, the Applet can connect to the
dispatcher at the specified “locator”, in ordeatdomatically receive data, whenever they are
released by the instrument.

In other terms, while commands toward instrumeaiadre still issued in the in-band fashion,

data acquired from instrumentation are forwardethéodispatcher and then quickly delivered
to the client, in order to be displayed. In thisnmer, the dispatcher takes care of the
distribution of asynchronous data updates to thete clients, independently of the presence
of multicast support within the underlying netwotkis worth noting that, though the same

operation might be performed by the use of multibleads at IM level, the adoption of an

external dispatcher guarantees scalability. Fumbee, data delivery on a separate, out-of-
band, fast channel significantly improves the oleeactivity of the system.

Which mode is more convenient depends on many facémnd on the kind of experiment
itself. As a matter of fact, if the user is intéegkin knowing only the final state reached by a
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system after a certain excitation, the first operatl mode is surely the more appropriate;
moreover, it calls for only a limited commitmenthlendwidth resources.

On the contrary, if a high level of interactivity required — for instance, in order to allow a
user to have a feedback of what he or she is deirthe second mode appears more
appropriate. Obviously, the higher level of inténaty requires more bandwidth needs, as
well as increased computational effort by all tHemeents involved in the experiment’s

management.

Figure 48 Operational modes of the communication keveen the laboratory environment, the IE and the
users’ clients

5.2 Virtualization of instruments with the Common | nstrument
Middleware Architecture (CIMA)

The Common Instrument Middleware Architecture (CIMi& an effort from the US to
integrate scientific or other instruments and sensoto the Grid. CIMA has a set of
requirements and design goals, the first of whekunctional TransparencyThis means
that:

“The grid interfaces must completely and accuratedpresent each function of the
instrument. Grid applications must be able to depeh complete operational model
of the instrument from minimal knowleddgé].
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In other words, instead of providing a common deawailable operations for any kind of

instrument, like the GRIDCC middleware does, CIMéstomizes the interfaces depending
on the instrument being used. On a practical letes, is being facilitated by two specific

targets of the CIMA approach [4]:

Layered specification: To provide reusability and interoperability of tnsnent
interfaces, CIMA strives for layered specificatiorisor example, a lower-layer
specification corresponding to a pressure sensouldhbe reusable with that
corresponding to a temperature sensor, with minimmaddifications. Then an
application written for one sensor would have a fdgree of functionality (i.e.,
require minimal code changes) even with anothes@erThe ultimate goal of this
approach is to promote the reuse of code compobehigeen applications.

Ontology: One shortcoming of instruments and sensors isth@@pplications that
use them (e.g., data acquisition codes) must haosmglete operational model of the
instruments and sensors they work with built-in lees of code. This makes
maintaining investments in these codes difficuldl &xpensive when the underlying
instrument hardware is improved. A primary desigmalgfor this project is to
externalize the instrument description, so thatliepiions can build an operational
model “on the fly”. This approach makes it possitdepreserve investments in data
acquisition codes as instrument hardware evolves,ta allow the same code to be
used with several similar types of instruments ensers. This is particularly
important in situations where the instruments arsses and the related acquisition
and analysis codes are in their early stages oéldpment and undergoing rapid
change.

Essentially, CIMA is using a hierarchical descoptiof instruments and sensors, with each
layer of this hierarchy building on the charactiess of its ancestors and introducing further
characteristics for the sensor or instrument itesgents. Using the OWL Description Logic

formalism, CIMA then describes the functionality thie instrument virtualized, alongside

rules for the annotation of the data it producds/$ral and logical attributes of instruments
and data). Clients to that instrument can then these descriptions to build operational
models on the fly and invoke operations or serfesperations on the remote instrument.

The classes and properties provided in these ayied@re [5]
Identification of the instrument/sensor
Geospatial coordinates
Service endpoint
Characteristics of the instrument, including notikeatdescription of the produced
datasets (structure and semantics), response ngacalracy, resolution, sampling
frequency, etc.) and methods to acquire the data.

Eventually Web Services ports are mapped to corfirattions or data output of the
instrument. Each port has an associated set ofigess for the control function or data
provided [6]. Figure 49 illustrates how the variquasts of the system collaborate in building
an operational model.
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Figure 49 Implementation of Instruments Services irCIMA

5.3 Virtual Organization Membership Service (VOMS)

The Virtual Organization Membership Service hasnb@eveloped by the European DataGrid
Project (EDG) to manage a database of users, avdscapabilities for multi-institutional
Vos. It allows large multi-institutional organizaiis to manage authorization rules centrally.
The VOMS database contains Vos, which are grantedsa within a Grid infrastructure, the
users who belong to each VO, their role within Y@ (may be null) and their capabilities
within the VO (may also be null). When users crahtgr proxy certificates on a Grid that
does not support VOMS, they typically use the comanagrid-proxy-init”, which reads their
certificates and based on which the user is autteat when invoking the various services.
When VOMS is available, the user may choose tokavwoms-proxy-init”. As long as the
User Interface (Ul), where the user is logged $nsufficiently configured to use the VOMS
server and data, then relevant information from\{liMS DB is attached to the user proxy
certificate. Consequently, when the user invokesnaote service and is authenticated on that,
the service can read the VO properties from cefftalds in the user’'s proxy certificate. It is
up to the service and the business logic that plements, to grant authorization or not to the
user, based on the value of those fields (VO, @dpabilities).
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6 Data Management — Digital Libraries
6.1.1 Introduction

Data Management systems, as a very important aspestoring and managing experiment
results or other instrumentation processing ddtaylsl also be considered in this document.
However, we are focusing on digital libraries as thost crucial part of those systems. They
are in charge of physical storage and data presemtto the users, incorporating refined
mechanisms to obtain the closest distributed répgsiocation.

The new generation of digital libraries, especiafliated with remote instrumentation, should
not just be seen as static information repositoriest as growing, interactively, and
collaboratively used nuclei of what will be, at sostage, a good part of human knowledge
that depends as much on information as on commitimnca

The next subsections describe some of the corelatds and projects related with digital
libraries that might be introduced in the remotstimmentation discipline. What is worth
mentioning for all of them covers terminology regt for typical bibliographic libraries. But
it is relevant that they can constitute the basiddture scientific digital libraries, containing
both publications and experimental results.

6.1.2 Standards and common solutions in DigLibs
6.1.2.1 OAIl-PMH
Introduction

The essence of the open archives approach is tueeaacess to Web-accessible material
through interoperable repositories for metadataiispapublishing and archiving. They arose
out of the e-print community, where a growing néada low-barrier interoperability solution
to access across fairly heterogeneous repositée@sto the establishment of the Open
Archives Initiative (OAI). The OAI develops and pnotes a low-barrier interoperability
framework and associated standards, originallynttaace access to e-print archives, but now
taking into account access to other digital makeria

Concepts and features of OAI - PMH

The OAI-Protocol for Metadata Harvesting (OAI-PM#gfines a low-barrier mechanism for
harvesting records containing metadata from reposf. The OAI-PMH gives a simple
technical option for data providers to make the@tadata available to services, based on the
open standards HTTP (Hypertext Transport Protoaiyd XML (Extensible Markup
Language). The metadata may be harvested in amafdhat is agreed by a community (or
by any discrete set of data and service providehough unqualified Dublin Cotds

! The Dublin Core metadata element set is a stanftardross-domain information resource descriptitin.
provides a simple and standardized set of convesfior describing things online in ways that maken easier
to find. Dublin Core is widely used to describeitigmaterials such as video, sound, image, texd,Gmposite
media like web pages. Implementations of Dublin eCéypically make use of XML and are Resource
Description Framework based. Dublin Core is defibgdNISO Standard Z39.85-2007.
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specified to provide a basic level of interopern&pilThus, metadata from many sources can
be gathered together in one database, and sema@rebe provided based on this centrally
harvested, or ,aggregated” data. The link betwé&nhrhetadata and the related content is not
defined by the OAI protocol. It is important to kisa that OAI-PMH does not provide a
search across this data, it simply makes it passibbring the data together in one place. In
order to provide services, the harvesting approagst be combined with other mechanisms.

Much promise is seen for the use of the protocohiwian open archives approach. Support
for a new pattern for scholarly communication i€ tmost publicised potential benefit.
Perhaps most readily achievable are the goals ridng ‘hidden resources’ and low cost
interoperability. Although the OAI-PMH is technibalvery simple, building coherent
services that meet user requirements remains caniphe OAI-PMH protocol could become
part of the infrastructure of the Web, as takengi@nted as the HTTP protocol now is, if a
combination of its relative simplicity and proveuncsess by early implementers in a service
context leads to widespread uptake by researchn@aéons, publishers, and ,memory
organisations”.

6.1.2.2 OAl-ORE

ORE [8] — Object Reuse and Exchange will developcHjations that allow distributed
repositories to exchange information about theimstituent digital objects. These
specifications will include approaches for repreésendigital objects and repository services
that facilitate access and ingest of these reptasens. The specifications will enable a new
generation of cross-repository services that leyertne intrinsic value of digital objects
beyond the borders of hosting repositories.

6.1.2.3 OpenDLib

OpenDLib [6] is a digital library management systémt makes it possible to satisfy the
demand of supporting communication and collabonaimong worldwide distributed user

communities, using a cost effective digital librasseation and operational model. It can
handle a wide variety of document types with défdr formats, media, languages and
structures. It can also manage new types of doctenleat have no physical counterpart, such
as composite documents consisting of slides, valeb audio recordings of a lecture or a
seminar course. It can also maintain multiple edgi versions and manifestations of the
same document, each described by one or more netestzords in different formats. The

documents in OpenDLib are organised in a set ofigircollections, each characterised by its
own access policy. Considering OpenDLib in the eghbf remote instrumentation it can be
seen as the complex repository storing experimesiglts or few versions of the experiment
conducted by the same scientist.

The basic release of OpenDLib provides servicessupport submission, description,
indexing, search, browsing, retrieval, access, guagion and visualization of documents.
Documents can be submitted as files in a chosemdoor as URLs to documents stored
elsewhere. They can be described using one or metadata formats. The search service
offers different search options: text tree or feeldDocuments retrieved can be navigated over
all their editions, versions, structures, metadauz formats.
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OpenDLib provides other digital library specifiagiees such as control of access policies on
documents and management of “user-shelves”, ableaotain document versions, result-
sets, session results and other information, etc.

From the architectural point of view, OpenDLib cisits of an open federation of services that
can be distributed and replicated. This architecpuovides a great flexibility of the digital
library. For example, an institution can decidentaintain an instance of the repository
service in order to have local control over its adatument, but to share all the other services
with other institutions.

The OpenDLib architecture has been designed tadidyhinteroperable with other libraries.
In particular, an OpenDLib can act as both an OKMIFHPdata and service provider. This
implies that metadata maintained by an OpenDLihtalidibrary can be open to other
libraries and, vice-versa, the OpenDLib servicas aecess the metadata published by any
other OAI-PMH compliant library.

6.1.3 Libraries’ integration
6.1.3.1 Delos

The DELOS [5] (a Network of Excellence on Digitabtaries) network is conducting a joint

program of activities aimed at integrating and damating the ongoing research activities of
the major European teams working in Digital-Libraejated areas with the goal of

developing the next generation Digital Library teclogies. DELOS also aims at

disseminating knowledge of digital library techngiks to many diverse application domains.
It started on the 1st of January 2004, and it iigdly funded by the European Commission in
the frame of the Information Society Technologiesglamme. It has a duration of 48 months
and presently concentrates 55 members.

The objective is to:

define unifying and comprehensive theories and éaaorks over the life-cycle of
Digital Library information,

build interoperable multimodal/multilingual serviceand integrated content
management, ranging from personal to global for ¢pecialist and the general
population; the Network aims at developing genénigital Library technology to be
incorporated into industrial-strength Digital LilbyaManagement Systems (DLMSSs),
offering advanced functionality through reliabledaextensible services.

Other important objectives include:

networking and structuring European research oitatlijbraries to consolidate an
emerging community;

supporting an exchange program of researchers;

providing a forum where researchers, practitioneasd representatives of the
application communities can exchange ideas andriexpes;

promoting cooperation between European and nataigaél library initiatives;
improving international cooperation in digital léyy research areas.
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6.1.3.2 EDLproject

EDLproject [11], started in September 2006 and &thdnder the eContentplus, programme,
is currently working towards the integration of théliographic catalogues and digital
collections of 9 European National Libraries, whiskere not yet part of The European
Library. EDLproject also addresses the enhancerémnultilingual capabilities of The
European Library portal, takes first steps towaoddlaboration between The European
Library and other non-library cultural initiativesand expands the marketing and
communication activities of The European Librarywsgse. EDLproject builds on the existing
“The European Library”, a service funded by CENhe tConference of European National
Librarians, providing unified access to the elecitaesources of the main European National
Libraries, as well as to other library serviceseTdroject is also a continuation of the TEL-
ME-MOR project, which has supported The Europeabrdry with the inclusion in the
service of the ten New Member States National lribsa EDLproject is a direct response to
the request of Foster links with business schoots saimilar institutions, Commissioner for
Information Society and Media, made at the CENLfemance in Luxembourg on September
29, 2005, that national libraries should use th#luence in the debate on the digitisation of
European content for access through the web.

Main objectives of the project are:

EDLproject integrates the bibliographic catalogwesd digital collections of the
National Libraries of Belgium, Greece, Icelandldral, Liechtenstein, Luxembourg,
Norway, Spain and Sweden, into The European Libiayythe end of 2007 ALL EU
countries will be members of the European Librawe.

EDLproject further enhances access to the Europédaary portal, by continuing to
develop its multi-lingual capacity.

EDLproject takes first steps towards collaborati@tween The European Library and
other non-library cultural initiatives, and exparttle marketing and communication
activities of The European Library service.

EDLproject leverages the influence and resource€CBNL as a key player and
stakeholder in the content field to work towardsaamsensual resolution of certain
issues raised by the Communication “i2010: Didiékaries”, such as potential
availability of digital content from national libmias and the scope for collaboration
between The European Library and other contentigeos funded by eContentplus.

6.1.3.3 Driver

The "Digital Repository Infrastructure Vision fouEbpean Research” [12] project, in contrast
to EDLproject, represents the scientific environtmdinresponds to the vision that any form
of scientific-content resource, including sciewmfiiechnical reports, research articles,
experimental or observational data, rich media atiter digital objects should be freely
accessible through simple Internet-based infrasiraes. Like GEANT2, the successful
European network for computing resources, dataag®iand transport, the new DRIVER
repository infrastructure will enable researchergltig into the new knowledge base and use
scientific content in a standardised, open way. Pphgject is funded by the European
Commission, under the auspices of the ,Researchdtnticture” unit.
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The vision, to be accomplished in a second phade, éstablish the successful interoperation
of both data network and knowledge repositoriesmtegral parts of the E-infrastructure for
research and education in Europe.

DRIVER meets the three key strategic objectivestted EC programme for research
infrastructures:

it optimises the use of the technical infrastruet@EANT by delivering all types of
content resources,

it contributes to the creation of a new Europe wideastructure for knowledge, and
it aggregates and presents the knowledge baserop&an research to the world.

The knowledge infrastructure test bed, deliveredDRIVER, will be based on nationally

organised digital repository infrastructures, samitto GEANT2 and the NREN’s. The

successful DARE network in the Netherlands, regemtésented to the public by the project
partner SURF, will serve as model to DRIVER.

DRIVER with its test bed will not build a specifitigital repository system with pre-defined
services, based on a specific technology and sgrdiedicated communities. Since its
inception, the test bed will focus on the infrastanal aspect, i.e., open, clearly defined
interfaces to the content network, which allow gualified service-provider to build services
on top of it. Like the data network GEANT, DRIVERIsowledge infrastructure offers

mainly a well-structured, reliable and trustworthgsis. DRIVER opens up knowledge to the
communities, it does not prescribe how to use tiewedge.

DRIVER has identified key issues currently hampgtime discovery and access of materials
held in Open Archives repositories and has develdpaidelines for Content Providers to
address these issues with advice on their impleatient A key recommendation of the
DRIVER guidelines is that repository managers impmat metadata ‘sets’. This will allow
metadata records which link to full text, to beilyadistinguished from metadata-only records
and allow search services to provide full text skeng. DRIVER is working with software
developers to develop software specific solutiangeet this requirement.

6.1.4 Performance & reliability

6.1.4.1 DigLibs vs. grid

As Digital Libraries move towards more user centpo-active, collaborative functionality
and application diversity, they should be amongfits to take advantage of environments
providing unlimited levels of processing power, iomted amounts of information, and an
unlimited variety of services. The long-term visiaf the field for creating Dynamic
Universal Knowledge Environments calls for inteesmomputation and processing of very
large amounts of information; hence, the needshferappropriate distributed architecture are
pressing. Grid technologies are at the forefrorthete developments. Some of the ideas have
been already introduced in the real-life workingplagations. The main example is
OpenDLibG (some base notes are described in 6)1\88ch has been extended in order to
make it able to exploit the storage and processiagability offered by a gLite Grid
infrastructure (a Grid middleware recently releasgd[4], the largest Grid infrastructure
project currently being funded in Europe).

D4-2_Final_new.doc PUBLIC Page 89/ 116



RINGrid — D.4.2

In order to equip OpenDLib with the capabilitiesjueed to exploit a gLite-compliant
infrastructure, the following new services haverbdesigned:

gLite SE broker — interfaces OpenDLib services with thelpf Ses made available
via the gLite software andptimizes their usage.

gLite WMS® wrapper — provides OpenDLib services with anrfate to the pool of
gLite Ceé and implements the logic needed to optimize thsége.

gLite Identity Provider — maps the OpenDLib used &ervice identities onto gLite
user identities that are recognized and authotizede gLite resources.

OpenDLib Repository++ — implements an enhanced iwmers of the
OpenDLibRepository service. It is equipped with thgic required to manage and
optimize the usage of both OpenDLib repositories ginte Ses, as well as to manage
novel mechanisms for the dynamic generation of desit manifestations.

Not going much into details as a result of thissaston OpenDLibG can provide both a more
advanced functionality on novel information objeatsl a better quality of service without
requiring a very expensive infrastructure. The grné¢ion of OpenDLib with a Grid
infrastructure not only makes it possible to harideenew type of objects, but it also supports
any functionality whose implementation requiregigive batch computations.

For example, periodic complex feature extractiodasge document collections or generation
and storage of multiple and alternative manifestegifor preservation purposes can similarly
be supported while maintaining a good quality o/®e. The next future plan is to extend the
system with novel and distributed algorithms foopding DL functionality relying on the
huge amount of computing and storage power provigetthe Grid.

6.1.4.2 Data migration and replication

As long as the data containers capacity usageoiwigg up and access time to the required
information may elongate (because of search tintata repositories), migration mechanisms
may become a very important issue addressed iméae future. The closest container
location detection based algorithms already exiat address this area of potential interest.
This topic is strongly related with data replicati®Vhen one path between user (client) and
digital library is broken, another can be usedher ¢ther data storage centre can replace the
one that cannot be accessed to due to problemsasuaétwork delays, etc.

6.1.4.3 Integration with application servers

Some of the digital libraries attempt to integréteir resources with application servers that
could provide the data to the DL as a result ofegixpents or post-processing computations.
Such a solution has been already introduced irvtab system, where the results of NMR
spectroscopy experiments are transferred to DLaasdciated with scientists, who conducted
the experiment, publications, etc. Then, the resssican be shared with other scientists,
students, or other groups interested.

% SE — Storage Element
3 WMS — Workload manager
* CE — Computing Element
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6.1.5 Information retrieval and data analysis
6.1.5.1 DOI

The DOI (digital object identifier) System is fadentifying content objects in the digital
environment. D31 names are assigned to any entity for use on Higéavorks. They are
used to provide current information, including waéney (or information about them) can be
found on the Internet. Information about a digibdject may change over time, including
where to find it, but its DOl name will not change.

The DOI System provides a framework for persistéentification, managing intellectual

content, managing metadata, linking customers waathtent suppliers, facilitating electronic
commerce, and enabling automated management ofamie@l names can be used for any
form of management of any data, whether commeociabn-commercial.

The system is managed by the International DOI HBation, an open membership
consortium, including both commercial and non-conuia partners, and has recently been
accepted for standardisation within 1ISO. Over 28ioni DOI names have been assigned by
DOI System Registration Agencies in the US, Auasi, and Europe.

6.1.5.2 Web 2.0

The idea of comprising Digital libraries with son@pics of Web2.0 seems to be very
interesting in the scope of DL evolution. Gainirgtad from users, based on their input from
search engines (i.e., Google) they could be ratecommented in some way (additionally
please see 6.1.5.7).

The central principle behind the success of thatgidorn in the Web 1.0 era who have
survived to lead to the Web 2.0 [3] era appealsetthis: that they have embraced the power
of the web to harness collective intelligence:

Hyperlinking is the foundation of the web. As usadtdl new content, and new sites,
the structure of the web is modified dynamically them and by other users
discovering the content and linking to it. Much sapses form in the brain, with
associations becoming stronger through repetitrontensity, the web of connections
grows organically as an output of the collectivivaty of all web users.

Yahoo! the first great Internet success story, was lasra catalogue, or directory of
links, an aggregation of the best work of thousattt=n millions of web users. While
Yahoo!Has since moved into the business of creating ntygmgs of content, its role
as a portal to the collective work of the net’'srasemains the core of its value.
Google’s breakthrough in search, which quickly madke undisputed search market
leader, was PageRank, a method of using the Imiktsire of the web, rather than just
the characteristics of documents to provide besgarch results.

eBay’s product is the collective activity of ak itisers; like the web itself, eBay grows
organically in response to user activity, and tbepany’s role is as an enabler of a
context in which that user activity can happen. Y¢hanore, eBay's competitive
advantage comes almost entirely from the criticabsnof buyers and sellers, which
makes any new entrant offering similar servicesifitantly less attractive.
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Amazon sells the same products as competitors, aacBarnesandnoble.com, and
they receive the same product descriptions, canages, and editorial content from
their vendors. But Amazon has made a science af eisgagement. They have an
order of magnitude more user reviews, invitatioogarticipate in varied ways on

virtually every page, and even more importantlgytexploit user activity to produce
better search results. While a Barnesandnoble.aarck is likely to lead with the

company’s own products, or sponsored results, Amaagways leads with “most

popular”, a real-time computation based not only sates but other factors that
Amazon insiders call the “flow” around products.tiVan order of magnitude more
user participation, it is no surprise that Amazades also outpace competitors.

6.1.5.3 Integration with data analysis mechanisms (BOTS)

An interesting idea that is worth mentioning isegtating digital libraries with Internet bots,
also known as web robots, WWW robots or simply pbatsich are software applications that
run automated tasks over the Internet and autoaligtioddentify objects. Using such a
mechanism in the digital library could improve itigent data sorting or clustering.

6.1.5.4 Integration with Al

One of the directions DIs might go, and which mightrease their power, is a deep
integration with artificial intelligence mechanisnasd algorithms, like neural networks,
predicate logic, etc. (and others, such as progiagimanguages) and the smooth
combination of a number of successful concepts tituose fields.

The artificial intelligence community has alreadppeopriated the term to mean the

construction of knowledge models, which specify agpts or objects, their attributes, and
inter-relationships. A knowledge model is a speatiion of a domain, or problem solving

behaviour, which abstracts from implementation-ehtconsiderations and focuses instead
on the concepts, relations and reasoning stepsadeazing the phenomenon under
investigation. The application of knowledge modg]lin some projects is to implement a
semantic network, which expresses important aspefctse web of ideas and perspectives
implicit in the documents and minds of a certaimawunity.

6.1.5.5 User profile based content search

This attempt is based on the user profile. Expigitthe user's preferences, regarding
information such as education, interests, age, s&x,some valuable data can be obtained
(interesting articles, files, etc).

6.1.5.6 Content comparison

Another very interesting idea that is worth deahwith is the analysis of the result of a user
query searching for a result in different digitlraries. The point is to gather the results from
all searched libraries and present the user a comooderent part. This would imply creating
a special mechanism, using very complex contenpewoison algorithms.
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6.1.5.7 User queries analysis

Recently, new research activities started in thkeddfiof analysis of user queries. As an
example, Yahoo!’s solution can be given. It is @dlMindset and applies a new twist on
search that uses machine-learning technology te give a choice: View Yahoo! Search
results sorted according to whether they are morangercial or more informational (i.e.,
from academic, non-commercial, or research-oriestadces). Mindset assigns each page a
relatively continuous score, ranging from -2 (mostmercial) to +2 (most informational).
Pages scored O are a balance of commercial andmafmnal. Scores are assigned using
machine learning technology developed at YahooleReh to score web results. The user
can take advantage of the slider at the top ofptge to control and decide how the user
wants the results sorted. The midpoint of the slidgpresents the default setting. In this
position, the order of results matches Yahoo! Wedrch results. As the user moves the slider
right, toward ,researching”, or left toward ,shoppgf, the results are automatically re-sorted.

Figure 50 Yahoo! Mindset

6.1.6 Security

Due to the potentially high value of data storedliigital libraries, security issues are and will
remain very important. Digital libraries use vamosecurity policies, starting from basic
username/password authentication and ending upasa sophisticated ones (i.e., grid-based
authentications).

Below, some new security initiatives are describelich may be introduced in the field of
Dls.
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6.1.6.1 OpeniD

OpenlID [10] is a decentralized single sign-on systdsing OpenlD-enabled sites, web users
do not need to remember traditional authenticatakens, such as username and password.
Instead, they only need to be previously registenech website with an OpenID ,identity
provider”, sometimes called an i-broker. Since OPpers decentralized, any website can
employ OpenlD software as a way for users to sigrOpenID solves the problem without
relying on any centralized website to confirm dagitlentity. OpenlD is increasingly gaining
adoption among large sites, with organizations B@L acting as a provider. In addition,
integrated OpenlID support has been made a highitgrim Firefox 3 and Microsoft is
working on implementing OpenlID 2.0 in Windows Vista

OpenID has its pros and cons (e.g., some obsematised security weaknesses and
vulnerability to phishing attacks)

The Dlibra [2] distributed system, built by PSNC twp of the PIONIER (Polish Optical
Internet) network is planning to introduce Opentigl ahus make it working together with the
other system developed at PSNC — Interklasa (P@&dncational Portal), to enable school
children to make use of resources of the Digitakrary of the Wielkopolska Region.

6.1.6.2 Certificates & access rights

Currently in most of the digital libraries the us@no wants to access their resources has to
log in to each one separately. If we want to “mégeof them into one accessible resource,
a special mechanism is required, which unifies a®eess. Some attempts in this area have
already been made.

Some of the strategies rely on the division of sis@to logical groups (interests, sex,
occupation), which have access to part of the messu(i.e., a chemist can browse the
catalogues containing articles related with chempistc.). Others implement, for instance,
certificates assigned to users.
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7 Access and Core Network support: Capacity, Mobili ty,
Convergence

7.1 Access and Core Network Capacity

We have seen that most research networks in bathpEwand Latin America provide high-
speed aggregate capacity in the core. Howeversitbation is much more heterogeneous
when the access network is taken into accountrgt @istinction to be made in this sense
regards the access from research institutions aooh fthe public at large. Whereas
researchers, accessing remote facilities for therking purposes, can often count on high-
speed campus access (or may envisage high-speessadncthe near future), less privileged
users exist. These are user categories that may toeaccess remote instrumentation for
educational or demonstration purposes (high-schimmlents, home users, users on the move,
SMEs needing temporary access to instrumental ressuetc.). In this case, the access
network limitations should be taken into accoumig @applications should be able to scale
gracefully, adjusting to the clients’ capabilities.

We start by examining the current evolution in Brazilian network to provide access to
research institutions, as it presents some infagesapproaches to metro area optical
networking.

7.2 Metro Optical Access: the Brazilian experience
7.2.1 The evolution of the Brazilian NREN core netw  ork

The Brazilian National Research and Education NEKWBNP), launched in 1992, was the
first national IP backbone network in Brazil toveethe academic and research communities.
Since then, the national network run by RNP hasverdothrough four significant increases in
capacity and technology. In November 2005, the RddiPe network reached its fifth
generation — the Ipé network, depicted in Figure-51ollowing the global tendency to
increase the link capacities of national netwodkmultiple Gbps.
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Figure 51 The Brazilian core network topology

Currently, the Ipé network backbone is comprise®dfPoints of Presence (PoPs), one in
each of the national and 26 state capital citieBrakil, and provides an aggregate bandwidth
of around 60 Gbps. The backbone’s multi-Gbps a@hich involves the links connecting the
10 principal cities of the national network, emmow solution based on unprotected
transparent lambdas of 2.5 and 10 Gbps, contraatédocal telcos.

The available bandwidth in the Ipé backbone enstinasthe Brazilian core network should

not become congested in the next few years. Bettlerconditions, however, have now

moved to the access networks, impacting the qualitommunication resources at the
disposal of research and education community, andsequently, the widespread use of
advanced applications, including remote instrunteriaThe solution which is being applied

to this problem in Brazil is the deployment of nogiplitan optical networks, in the context of

a national programme of Community Networks for Reske and Education (Redecomep).
The experience gained in a previous RNP initiatoveleploy metropolitan optical networks

for testbed use (ReMAVSs), many of them still operal, provided an important background
to this new initiative. The design and deploymehth® metro optical networks of RNP’s

Project GIGA, aimed at the development of technielmgapplications and services related to
IP technology and broadband [1], also providedevest input to this program.

7.2.2 Brazilian Community Networks for Research and Education
(Redecomep)

The main objective of the Brazilian Community Netisfor Research and Education Project
(Redecomep) is to promote the deployment of comiyunetropolitan networks in the 26
cities that house PoPs of the network core of pigenlational network. The model adopted in
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this project is based on the deployment of an aptidrastructure dedicated to research and
higher education institutions, and on establishaupsortia formed by the participating
institutions to guarantee sustainability.

The project Redecomep is based on project MetroBgbjoneer initiative to deploy an
academic community metro optical network in they @f Belem, capital of Para State in
northern Brazil [2].

7.2.2.1 Project MetroBel

The project MetroBel resulted from a feasibilitydy of installing an optical metro network
to serve public and private research and highercadhn institutions located in the
metropolitan area of Belém. Coordinated by RNP partnership with the Universidade
Federal do Parad (UFPA), this study led to a netwaekign based on a common, shared
optical infrastructure meeting the following objees:

integration of multicampus institutions by use dfiagle internal network
interconnection between the different participaiimsgfitutions

provision of access to the PoP of the national cwm&vork, located on the main
campus of UFPA.

The institutions contemplated in this study haeadty independent solutions for intercampus
connectivity and Internet access, usually basetbwncapacity and expensive point-to-point
urban links rented from a local telco. The propoakdrnative was to use aerial fiber optic
cable in a ring topology, in order to provide roblisks between the different campi of each
institution. The key to lowered costs is to shdre same optical infrastructure for all the
institutions in the project. The local electricalwer company agreed to permit the use of
their utility poles for the fiber optic cable, andas in fact interested in using a pair of
strandsin the installed cable for its own purposes.

Separation between the internal networks of théemdint institutions is implemented by
dedicating a different strand-pair to each ingtiut which may be used for internal
communication. To enable access to the RNP natioetafork, each institutional strand-pair
also connects to the RNP PoP located in the maipua of UFPA.

Topologically, the resulting network is a set gpaete intitutional rings joined at the PoP — a
star of rings (see Figure 52a). An alternative togyp, a ring of rings, adopted by the REPAM
project in Manaus, provides interconnection of safgainstitutions and to the RNP PoP using
an additional ring to which one site in each insiiin is connected (see Figure 52b). The
choice of topology determines the type of equipmeegded. Today’s link technology of
choice is Gigabit Ethernet, for reasons of pricéfpenance. In principle, each institution will
require a two optical port switch for attachmenteaich campus to the ring. With a star of
rings topology, the PoP will require a larger catyaswitch, with a pair of optical ports for
each institutional ring. The ring of rings topologgquires a smaller switch at the PoP. The
equipment costs for connecting 30 campi in this meardo not exceed USD 240,000, giving
total investment costs of USD 600,000. Most of timgestment is covered by a grant of
around USD 450,000 made by the Brazilian MinistfySzience and Technology; direct
investments from three private universities takpagt in the project complement the Brazilian
government’s contribution.
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The annual cost of running this network has beéimated at around USD 100,000, which
corresponds to almost USD 8,000 per participativsggtution. This includes operations staff,
cable maintenance and rental of the utility polEse investment costs of USD 600,000
correspond to about two years and 4 months ofalee rental fees for involved institutions;
the total (investment + operating) cost of a 1 Gbgsan link using the new infrastructure
over a five year period is a little over USD 6,08¥F annum, which is somewhat less than the
present cost of a 256 kbps link, for 4,000 timestiandwidth.

The MetroBel network was inaugurated in May, 2007 involved the installation of 50 km
of optical fibre cables (see the map in Figure &3)trently plans are underway to more than

double the network footprint, to handle the neetistate and municipal governments in
Belém.
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Figure 53 The MetroBel network

7.2.3 Extending the community metro networks in Bra  zil

The successful experience of the project MetroBetivated the Brazilian Ministry of
Science and Technology to provide a two-year giarsupport the project Redecomep, also
coordinated by RNP [3]. The purpose now is to extdre approach adopted in the metro
network in Belém to the federal capital, Brasilemd the other 25 cities throughout the
country where PoPs of the national network aretkzta

After the deployment of each metro network, itstawmsbility must be guaranteed by a
consortium formed by the participating institutioms order to qualify technicians from the
academic institutions and RNP PoPs to operate aamthge the new infrastructure, special
training programs are being planned.

As it is unfeasible to deploy all the metro netwosimultaneously, priority is given to the
cities where planning is most advanced. Apart frasentifying potential candidate
institutions and available local resources, thggmtomethodology specifies a series of steps
to be carried out, including, among other itemgjgut management planning, appointing of
manager, steering and technical committees, spatidn of physical and logical network
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design, signature of a MoU, deployment of the ptais{cable) and logical (equipment)
networks, and planning of network maintenance getation.

The current status of the Redecomep project isepted below:

Cities that have already signed a Mo®7
Cities where the community metr®

network is being deployed
Cities where the community metr@
network has been deployed
Participating institutions 290
Estimated coverage 1200 km

7.2.4 Issues

Currently, the project Redecomep involves only estatapitals. Some important
instrumentation sites are included in the propasetto networks, such as the communication
antennas of the Instituto de Pesquisas EspacMiRH) in Corumba, capital of Mato Grosso
state, used for receiving satellite images usee@doth observation, and the Radio-observatory
of the Northeast, ROEN, also belonging to INPE lwéted in Fortaleza, capital of Ceara
state, which is engaged in international VLBI co@pens, mainly in geodesy applications.
However, there are several research institutiorBrazil that are not located in those cities,
including institutions that represent potential tjgggants in remote instrumentation
collaborations, like LNA (Laboratério Nacional destfofisica), and LNLS (Laboratorio
Nacional de Luz Sincrotron). Many of these insittns, though, are directly connected to one
of the PoPs of the national core network; the €itidnere those institutions are located thus
represent relevant candidates for the deploymeatroétro optical network.

7.3 Mobility support

The Grid is already being successfully used in maawentific applications where huge
amounts of data have to be processed and/or st&uwch demanding applications have
created, justified and widespread the concept af Githin the scientific community.

Grids and mobile Grids can be the ideal solutianmf@any large scale applications, such as
large scale distributed measurements or data atigojsthat are of dynamic nature and
require transparency for users. In this framewtdhk, grid increases the job throughput and
performance of the involved applications and wittriease the utilization rate of resources, by
applying efficient mechanisms for resource managemnie will enable advanced forms of
cooperative work by allowing the seamless integratof resources, data, services and
ontologies

As extensively discussed in D4.1, current Grid esyst show limitations in cooperating with
wireless access networks, which typically exhibidop performance and dynamically
changing characteristics. However, the introductémnobility into remote instrumentation,
both on the user side and on the instrument sale pcovide significant benefits in scenarios
where wired solutions would not be feasible. Intipatar, the introduction of mobility to
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remote instrumentation requires the provision otinamisms that permit grid infrastructures
to accommodate the behavior and characteristiasnfeless access network.

A Mobile Grid enables the mobility of the usersuesting access to a fixed Grid or Remote
Instrumentation services as well as of the resambich themselves are part of the Grid.

Both cases have their own limitations and constsaimat should be handled. In the first case
the devices of the mobile users act as interfacethe Grid. Mobile users are therefore
allowed to access and control the Remote Instruatient submit jobs, monitor and manage
the activities, according to deverywhere at every time in any contextaradigm, while the
Grid provides them with high reliability, perform@a and cost-efficiency. Physical
limitations of the mobile devices make necessaeyatiaptation of the services that Grid can
provide to the users’ mobile devices.

In case of mobile Grid resources, we should undettinat the performance of current mobile
devices is significantly increased. Laptops and BRAn provide aggregated computational
capability when gathered in hotspots, forming ad@mn site. This capability can advantage
the usage of Grid applications even in places wtieésewould have not been possible.

7.3.1 The Akogrimo project

Akogrimo [4] is a project, funded by the EC undee EP6-IST programme, which runs from
July 2004 until September 2007. The project teamrmpses 16 European partners.
The innovations of Akogrimo are driven by two magtnrands:

a) Enhancement of conventional value chains for Gradgards a more complex value
network and a derived Business Modelling Framework;

b) Technical challenges concerning mobility and thedn& integrate it with existing
infrastructure services of modern networks, sucltrass organizational accounting
facilities.

From a technical viewpoint, the major differentiato other efforts around Next Generation
Grids is the realization of a solution that is atdlecope with the following type of end users
and to handle device or session mobility as deflmddw:

Nomadic User A nomadic user is changing its physical locateord is aiming to
connect to the Internet and to the Grid from trgifferent locations. While the user is
changing its location the device is switched off.

Mobile User. A true mobile user is a nomadic user that chatigesetwork in online
mode. This imposes additional requirements as bamge, e.g., of the IP Address,
must be handled in real-time.

Device or Session Mobility Device mobility means that a session is movethfome
device to another device while maintaining the isessSo, for example, after starting
a session with a PDA a user may decide to contimsession with his desktop PC.

Figure 54 shows the major building blocks of tHeé&rimo architecture.
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Figure 54 Akogrimo project Architecture

The overall architecture is organized in severgkelds, which must be seen as logical
grouping. TheNetwork Services Layerand theNetwork Middleware Services Layercover

the realization of the Mobile Ipv6-based infrasture, as well as the other necessary
components on top of the transport layer, suchhas@oS Broker enabling context driven
selection of different bandwidth bundles, the Netwbanagement components, SIP-based
components for real-time communications, AAA compaais with Auditing and Charging
functionalities for a commercial infrastructure, iategrated discovery mechanism for local
and global services, and the network related comenagement. Moreover, these two lower
layers realize the virtualization of network resms to leverage them on the Service Oriented
Architecture based Grid infrastructure and ApplmatSupport layer.

The communication among services is fully complianth Web Services standards, which
rely on the usage of SOAP. Hence, the heterogerdditdifferent access networks, the
different lower levels protocols, the handling obntext propagation and SIP session
management are hidden through a virtualization igexl by the standardized Web Services
Notification mechanism.

The Grid infrastructure and application supportelayprovide the components needed to
enable mobile collaborative activities, by realgimn SLA management or workflow

enactment designed to react on changes of the xtorglated to network and transport

parameters or device capabilities.

7.4 Ipv6 support

7.4.1 Background Remote Instrumentation Services Ov er |IP
Networks

As described in D3.1, D3.2, D4.1, Remote Instruraigon services can be based on different
types of grid middleware and have very differeratdiees in terms of network requirements.
Concerning the network protocol architecture, Gsigstems generally rely on Internet
Protocol version 4 (Ipv4), but, in the last few ggdpv6 has emerged as a possible solution to
replace Ipv4.
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Since Ipv6 is expected to become the core protimohext generation networks, Remote
Instrumentation services and, more in general gl &/stems, which could benefit from the
extended address space and management featurpg6ofniust track the migration of the
lower-layer network protocols to Ipv6. However, theriod of transition from Ipv4 to Ipv6

will not be short. Hence, it is important to makege applications work on both Ipv4 and
Ipv6, and to be able to make them run in heterogesnév4/Ipv6 networks.

While it is clear to those concerned with netwotlkat Ipv6 is an important development,
most of those concerned with Grid systems aremtetasted in the network level at all. This
has resulted in some problems in the way that swéivhas been structured, which, in turn,
causes some problems in the migration to Ipv6.

There is a lot of activity in the development ofdainfrastructures. It deals with the provision
of networks, the provision of special middlewaréwsen Grid applications and the network
software, and the applications themselves.

While it is intended that Grid computing be carr@md over the general Internet or Enterprise
Intranet, the requirements made by the networksitrer the applications or the middleware
are largely ignored.

Many activities carried out by the Open Grid Foranpv6 Working Group (OGF-Ipv6-WG)
[5] and in some European and International projg&ftsre designed to address this current

gap.

Middleware for Grid computing is designed so thet &pplications can be run on clusters of
computers or on distributed computing. The aim hed tniddleware is to provide all the
functions required by the applications. The intefasGrid computing is so large, that an
international body, the Open Grid Forum (OGF),esponsible for standardizing middleware
interfaces and services. Within the OGF, an lpv6erkivig Group has been started. The
deliberations of this Working Group are discusse8ection 7.5, because they highlight some
iIssues that must be addressed when Grid infragtesctand Ipv6 are used together. While
there are many implementations of Grid middlewdnat of the Globus Consortium is the
most heavily used one. Globus software is discugse$ection 7.6, and the endeavors to
move it to work over Ipv6 networks are discusse8eation 7.7.

7.4.2 Why lpv6 and Grid?

During the last years, the EU has been stressiaghéied of switching to Ipv6 to provide
better QoS support and a relevant set of additifazlres.

The bulk of the Ipv6 standards (e.g. [7]) werefiediin the Internet Engineering Task Force
(IETF) in 1998. Ipv6 fulfils the future demands address space, and also addresses other
features, such as multicast, encryption, Quality S#rvice, better support for mobile
computing, and straightforward identification angiitshing of flows. In comparison to the
current Ipv4 protocol family, Ipv6 offers a numbar significant advantages. Most of these
advantages will also be very useful for Grid anen@e Instrumentation purposes. The Ipv6
data format does not really provide most of thebeatages by itself. However, the design of
the Ipv6 protocol suite has taken the opporturityd-design the relevant protocols with a
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better and more logical system; for example, thvé lignumbering mechanism could simplify
dynamic mergers and acquisitions of Virtual Orgatians in Grid systems.

We address here three major features (bigger axldmce, mobility support and security
support), which are relevant also for Remote Ims&mtation services, but there are many
other potential benefits of Ipv6, such as auto-gumition, QoS support, easier traffic
engineering, etc.

7.4.2.1 Bigger Address Space

With its 128-bit address space and much better esddraggregation properties, Ipv6
potentially makes massive scaling of Grid netwaogkpossible; this is important in view of
the aims to deploy Remote Instrumentation serviegsch adopt a large number of devices
for acquiring data (e.g., sensor networks).

With the enlarged address space, workarounds IK€INNetwork Address Translation) are
no longer needed. This allows full, global IP coctivty for IP-based devices, as well as
upcoming mobile devices — all can benefit from il access through end-to-end services.
There can be multiple addresses for a single extetfwhere the addresses can be used for
different functions. The large address space allévssimpler end-to-end security, Ipv6
renumbering mechanism, separated addressing atidgoetc.

7.4.2.2 Mobility Support

Until recently, most Grid research has focused amyfixed systems. However, the mobility
support within Grid systems will be needed as niybibkes an ever more important role in
modern life. The Mobile-Grid-specific autoconfigticm mechanisms can be exploited to
allow a Grid Mobile node to use the Grid resouraeailable locally. Moreover, in an Ipv6

implementation, there is potential support for roambetween different networks, with

global notification when you leave one network awder another. Support for roaming is
possible with Ipv4, too, but it is generally le$Bogent.

7.4.2.3 Built-in Security

While scalability, performance and heterogeneitg desirable goals for any distributed

system, including Grid systems, the characterigtidemote Instrumentation services lead to
security issues. Though the security improvememifipv6 does not solve all the security
problems, Grid systems can benefit from Ipv6’s ségdeatures. The Ipv6 security and Grid

Security Infrastructures are running at differeewels. They can be employed together to
provide better security granularity.

Besides support for mobility, security was anotrexfuirement for Ipv6. The Ipv6 protocol
stacks are required to include Ipsec, which allawthentication and encryption of IP traffic.
With Ipsec, all IP traffic between two nodes can landled without adjusting any
applications. Alternatively, application-level seityican be employed per service if required.
However, using Ipsec all applications on a devi@n denefit from encryption and
authentication, and policies can be set on a pstr-{ty even per-network) basis, instead of
per-application/service. Full Ipsec security opesabver Ipv4 today — when there is a full
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end-to-end connection. If NATs are used — as ofi@urs in Ipv4 networks, but they are not
needed in Ipv6 ones — it is not possible to uddgkec on the end-to-end communications.

7.4.3 Communication In Heterogeneous Ipv4/lpv6 Netw  orks

Since there will be a period of IP transition, ddesation must be given to an interim
coexistence of Ipv4 and Ipv6.

Hence, the effort to integrate Ipv6 into Remotetrbinmentation should take an IP-protocol
independent approach, i.e., both Ipv4 and Ipv6 lshdae supported. An IP-version-

independent server has to be able to respondeantdalls, according to the IP family that the
client uses. In other words, the client decidesctvhviersion of IP is to be used. For instance,
an IP-version-independent Grid server on a du@kstaachine starts and listens on both its
Ipv4 and Ipv6 interfaces. When an Ipv4 client carteeover Ipv4, the Grid server uses the
Ipv4 interface to call back and only Ipv4 commutima takes place. The same situation
happens with Ipv6. With dual-stack servers, thentlican choose which IP family is the
default or preferred. In order to run Grid serviaes the dual-stack server, the following

fundamental network services need to be dual-stclyell: HTTP, FTP, DNS, SSL, routing,

etc.

For communication in heterogeneous Ipv4/lpv6 nekspothere are a number of network

transition aids, which essentially translate thekeaheaders between Ipv4 and Ipv6, leaving
the payload untouched. Network-level gateways carkwnly under the circumstance that

no IP address is passed as content of the paytolaigiher-level approach, which is employed

by other services for transition, is based on appibn-level gateways. These operate in a
dual-stack node and actually do an applicationtl@v@nslation of the packets payload

between the two communicating nodes. Here the emwient is significantly more complex.

In this environment, a heterogeneous IP network WR-transition network services is
required. With IP-version-independent Grid servio@sning on the Dual-stack Grid server,
an Ipv4-only Grid client, Ipv6-only Grid client ardlal-stack Grid client can access it. Of
course, the Ipv4-only server is accessible by ad-finly client, and the Ipv6-only server is
accessible by an Ipv6-only client.

The situation becomes complicated when an Ipv6-olént requires access to an Ipv4-only
server. To succeed in the above scenarios, theggsi@ms should only use hostnames in the
content of the payload, rather than any IP addsedéany IP addresses are passed in the
packets’ content, it would lead to later failurehift IP address were used.

In summary, Ipv6 offers the following benefits toidssystems and Remote Instrumentation
services:

1. Bigger Address Space: massive scaling potential(BHlion(Ipv4) nodes)
2. End-to-end addressing:
a. Reduce need for NATSs, Proxies, etc.
b. Enables full network level security (Ipsec)
3. Auto-configuration, renumbering: simplifies netwdrk)configuration
4. Complete Mobility Solution
5. Modular design with clean extensibility: streamtinprocessing, effective header
compression, etc.
6. Additional features for QoS support and traffic imegring: Flow Label
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7.5 Grid Middleware and Ipv6

While many working groups of the Internet Enginegrirask Force (IETF) devote much of
their efforts to the impact of Ipv6, most of them nbot consider the requirements of specific
applications.

In the last few years, within the research comnyyrsgbme activities have been started in
order to identify potential problems in porting G&middleware products to Ipv6.

In particular, the Open Grid Forum’s Ipv6é WorkingaBp (OGF-lIpv6-WG) is specifically

tasked with considering the impact that Ipv6 mayehan Grid computing, as regards
development and implementation of standards antbgots. Therefore, this activity also
impacts the development of middleware for Remog¢rimentation applications.

All OGF specifications should work as well (or leejtwith Ipv6 as with Ipv4. The goal of the

Ipv6-WG working group is to identify any OGF speéwtions that do not meet this

requirement, to provide appropriate guidelinesfédure specifications, and to communicate
any issues discovered with Ipv6 to the IETF, theJammunity, and so on.

Some of the possible deliverables are:

1. IP version dependencies in OGF specifications. tlflesion of each OGF
specification (approved or public draft) that cam$a dependencies on Ipv4
(principally address format and length). It is mded to be used as a checklist for
planning the necessary document revisions by the @dacerned.

2. Issues in Ipv6 specifications or support. If therkvon the above two deliverables
identifies any issues in the IETF specificationslfiv6, or in Ipv6 support.

In the following, we will use the term IP-neutral éxpress the concept that something can be
used in both Ipv4 and Ipv6 environments.

Moreover, within the EUChinaGRID project, Activi2 aims to promote the use of Ipv6 in
a GRID environment. Therefore, a detailed analysiut Grid Middleware and its
compliance with Ipv6 has been carried out [8].

7.5.1 Survey Of Ipv4 Dependencies In OGF Protocols

The report written by the Ipv6 WG [9] surveyed 8®tpcols for Ipv4 dependencies. It
concluded that about one third had such dependen@iethe documents that were found to
contain Ipv4 dependencies, about 60 percent of tfelad to reference RFC2732 when
mentioning URIs. A quarter contained some formpmf4l biased textual explanations, while
the remainder contained other minor dependencidsis Tthe protocol specifications
themselves caused relatively few problems. Howen®te problems may be expected in
their implementations.
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7.5.2 Guidelines For IP Version Independence In OGF  Specifications

In this report, the authors used a methodologylamio that used in the IETF. Indeed, the
reports already issued by the IETF and documemi fprojects, such as those from the
LONG project apply equally well to Grid computing.

The document serves two functions. Its motivatisrta aid in the creation of IP-version
independent specifications and consequently, irtrdesition of Ipv4 applications to support
Ipv6 operation. First, it describes how to avoiddpdependencies in OGF specifications.
Secondly, it outlines new, Ipv6-specific issues &mplication designers and implementers.
The idea is that it should be used by all OGF Wi@$as a checklist for document approval.

This report begins by discussing the operationatimnships between Ipv6 and Ipv4, such as
the benefits of the larger address space. It thghlights the differences between Ipv6 and

Ipv4, including specific information on addressrage and representation. It is recommended
that hosts exchange Fully Qualified Domain Nam&3[§Ns) rather than addresses, wherever
possible. There is a discussion on the extensiedawin the APIs — but a warning that the

two systems may behave differently in different iempentations, due to the way that they

bind to Ipv4 and Ipv6 simultaneously. Ipv6 supperhow available in C, Java, Python and

Perl.

There is detailed discussion on how addresses ghmilparsed and used, name resolution
functions, and mapped Ipv4 addresses. There are siah differences in the perceived need
for Network Address Translation (NATS) in the twgsems, though this is hotly disputed.

Ipv6 has some special features: scope specifiengast, flow labels, privacy extensions;

these have particular impact when one tries toavimiiplementations that are IP-neutral.

There is an important section on recommendations. dpecifications, there are several
suggestions, e.g.:

If addresses must be included, add an addressogee
For literal Ipv6 addresses use RFC2732.
Use FQDNSs.

For implementations ensure that:

Code is written as IP-independent, including its asAPIs.

Code should be modular.

Care should be taken on which of Ipv4 or Ipv6 isf@rred, if both are available.

One may need to address several sources in paradlebuse of the existence of
multiple interfaces.

Graphical user interfaces must take into accouat different lengths and display
formats.

It may be impossible to make implementations IPuraduf some of the unique features of
Ipv6 are used.

D4-2_Final_new.doc PUBLIC Page 107 /116



RINGrid — D.4.2

7.5.3 The Changes Desirable In Java

It was originally expected that this would be a endpsk. In the end, since JDK 1.5.0, Java
supports Ipvé well, so the recommendations weréysiight — mainly towards the API. In
particular, it was considered desirable to supfh@tsetting of the Flow Label in the API.

7.5.4 The Globus System

As an example of Grid middleware, we will consitie Globus Toolkit, developed mainly in
the Argonne National Laboratory (ANL). This prove&dene of the most popular systems for
furnishing the libraries and services for Grid camnpg. The current edition of Globus
Toolkit — Version 4 (GT4) is based on the recenidGtandards — the Open Grid Services
Infrastructure (OGSI), but in the following we wikkfer to Globus Toolkit Version 3 (GT3),
because the problems of porting this tool to Ip@8 been faced starting from this software
release.

A lot of review could be found on work done on Ga&&tems running over mixed lpv4/Ipv6
networks carried out jointly by University Collegeondon and the University of
Southampton. GT3 was designed to work with Ipvéutih many aspects are compatible
with Ipv6. The developers have tried hard to mélartsystem IP-neutral.

7.5.4.1 Architecture of Globus

The High Level Services are independent of the adtwayer, and need not be considered in
the porting exercise. The local services are inddget of Globus. Here it is vital that they
support dual-stack working, and that the dual-steckfigurations are chosen. Thus the
porting is mainly concerned with the Grid Core $&zs (GCS).

In GT2, the previous version of Globus, many of thee services were written in C, which
required extensive porting work. Whilst the authonglertook some initial work on porting
GT2, when GT3 was released the work on GT2 wasdiswed. Nonetheless, the Japanese
6Grid project has now ported a version of GT2 w6lgn GT3, however, almost all of GCS
is written in Java. If one ensures that JDK 1.3ater is used, then the Java components are
largely IP-neutral. Two further steps need to desta Firstly, one must investigate which
GCS components are dependent on ANSI C code; GAdieTns out to be the main such
component. Secondly, one must ensure that the lqnedeof Section 2.3 are followed. This
work was done by UCL and the University of Southtompunder the 6NET project, and the
results were fed back to ANL — who incorporatedrésults into the main code of subsequent
GT3 releases.

In GT3, Web Services are leveraged to provide sigdunctions. GT3 implements a session-
based security service similar to what is described the WS-Trust and WS-
SecureConversation documents. The GT3 implement§&sI-SecureConversation) allows
for GSI's SSL-based authentication to take placerostandard Web Services SOAP
messages, which in turn allows for the use of WelviSes security specifications for
message protection (WS-Security, XML-Encryption afMdL-Signature). In addition to the
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session based security mechanism GT3 also proVitleSecurity and XML-Signature-based
per-message security, using standard public kgytagyaphy (GSI-SecureMessage).

7.5.4.2 The Porting Of Globus To Ipv6

The Grid was also an item in 6Net mainly from theuersity College of London (UCL) and
the University of Southampton (UoS)

UCL and UoS completed work on Grid Technologiespite with a survey of the
GlobusToolkit (GT). This activity was carried ouh icollaboration with the Globus
development team in Argonne National Laboratoryeilistudies contributed to make both
GT3 and GT4 Ipv6-enabled.

UCL released a set of patches and tools for the6-gmabled AccessGrid
(http://wwwmicecs.ucl.ac.uk/6net/). The Access Grid is a Globuisarce project, which
uses Grid resources to support large-scale diséwbumeetings (high quality
videoconferencing).

Employing some patches all the tests were carngdoccessfully; it is now possible to run
the GT3 application in a heterogeneous environmg&hé implementation was also tested
with externally developed GT3 services, as well.

The eProtein project, which is a large protein gsial project in UCL, had developed a
remote execution service based on GT3 GRAM, usihg GridFTP to transfer data between
clusters in different domains. It was successfilgnsplanted to the Ipv6-enabled Globus
infrastructure.

7.5.5gLITE

gLite WMS is not a “simple” monolithic applicatiobut a mixture of “proprietary” services

(i.e., developed within EGEE) and third-party seeg, running together and interacting with
each other to fulfill user requests and supply esers with functionalities for authenticating,
submitting jobs, inquiring job status etc, etc.tglis not Ipv6-enabled.

Therefore, it is necessary to understand and disitth between different components:

a) Java: For the Java code we know that from version lebabde is Ipv6 compliant.
The code has only to be compliant with a doublevoet core (Ipv4/lpv6).

b) Web container: a Web container is the execution infrastructureofoerating OGSA
services. The container environments need to peolpié Web services for OGSA.
Tomcat5 is recommended with fully Ipv6 support. 8omroblems might be
experienced, mainly due to the use of JDK 1.4.

c) Globus: concerning this toolkit, Ipv6 compatibility hasdmeanalyzed in the previous
section.

d) Condor: it has been developed at the University of Wisgossice the '80s. Two of
the main features of this software are to enabldifne use of CPUs and to enable the
use of heterogeneous computers. There are somietress: it is a monolithic system
and not completely open source; it is not verycedfit when access to big amounts of
distributed data and network communications areenotypted. No information about
Ipv6 compatibility is available.
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8 Summary

The deliverable has examined the interrelation betwremote instrumentation services on
one side and grid middleware and networking suppothe other. We have tried to highlight
the mutual relations in a number of topics, by adersng in which directions the diffusion of
remote instrumentation services may (or should ngiteto!) foster developments in
middleware and networking and, on the other hamdyhich extent the latter developments
may influence or accelerate the acceptance of eimstrumentation services on the part of
the users.

On the basis of the previous studies in WP2, WRBW#®4, we have identified a number of
items where such interaction appears to be of sompertance. They are:

QoS provisioning, both statically (in terms of bamdth delivered to the final user)
and dynamically;

User interactivity support;

Methodologies for addressing the virtualizatiorheferogeneous instrumentation;
Integration of virtual laboratories and experiméngsults into digital libraries;
Wireless access, mobility and convergence towav@ IR the network layer.

All topics have been examined with respect to netimmg and middleware aspects, as well as,
where advisable, to their cross-layer interactitinis not in the goals of the present
deliverable to derive conclusions and recommendstinor to sketch a conceptual design and
a reference architecture, which should be attemptda4.3 and in WP6. However, we can
summarize our main indications (which will be taketo account in the final documents) as
follows:

As regards the QoS issue, both grid and networkewhnologies appear to be
sufficiently mature to be able to support QoS-eedbkorkflows over networks that
allow to dynamically set up virtual circuits withaBdwidth on Demand. Work
remains certainly to be done in the investigatibaral in the definition of policies for
the cross-layer interaction between the two fumetioaggregations. Resource
discovery and choice, both in terms of real antugirinstruments, may be driven by
the status of the underlying network, in terms md-¢0-end capabilities, and, once the
choice is operated, the middleware services musthbe to negotiate the necessary
QoS level.

Support of user interactivity must include:

o Collaborative tools for user to user, user to ojerand user to system
administrator cooperation — e.g., by means of naegl collaborative
environments, like the GRIDCC VCR; in case of dis& learning
applications, it would be highly recommendable rolude such tools in the
Learning Management Systems’ standards, in orddoritay the additional
dimension of the laboratory experimental activiystich systems. The support
of more complex visualization systems and tools teayalso integrated into
VCRs with extended capabilities, which, howeverpudtd be able to scale
gracefully, according to the user’s needs and piatisy.
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o The provisioning of clear and reliable synchronat services for all
applications where metrological aspects, like catibn and measurement in a
distributed environment, are of some importance.

o User-friendly interfaces in portals allowing accéssremote instrumentation
and experiments’ setup, including the reservationsirumental resources.

o High-level workflow descriptionsa(la VLAB), by means of which users can
easily configure their experimental setup.

Alternative philosophies (e.g., GRIDCC and CIMA)sxor the virtualization of the
instrumentation, which may vary from presentingebwervice as uniform as possible
in the method’'s invocation to address all kinds iakStrumentation, to the
customization of the web service and methods feci§ip instrumentation categories.
The possible architectural choices must be casefallestigated, also in relation to
performance issues and ease of programming.

The integration of virtualized remote laboratoriesd experimental resources into
digital libraries should be pursued.

Mobility issues and wireless access are an ardadiserves further investigation,
with respect to both data acquisition and userisemelivery.

Both middleware and networking environments appedre sufficiently mature for
the widespread introduction of IPv6 (which, howevaray depend not only on
technical issues).
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Definitions, abbreviations, acronyms

Al Artificial Intelligence

API Application Programming Interface
ATM Asynchronous Transfer Mode

BoD Bandwidth on Demand

CSCW Computer Supported Cooperative Work
DOI Digital Object Identifier

DWDM Dense Wavelength Division Multiplexing
EFTA European Free Trade Association
FQDN Full Qualified Domain Name

GCS Grid Core Services

GGF Global Grid Forum

GHPN Grid High Performance Networking
GLIF Global Lambda Integrated Facility
GMPLS Generalized-MPLS

GPS Global Positioning System

GRAM Grid Resource Allocation Manager

GT4 Globus Toolkit 4

GUI Graphical User Interface

HOPI Hybrid Optical and Packet Infrastructure
HTTP Hypertext Transfer Protocol

IETF Internet Engineering Task Force

ISO International Standard Organization
MPLS Multiprotocol Label Switching

NAT Network Address Translation

NE Network Element

NGG Next Generation Grid

NREN National Research Network

NTP Network Time Protocol

OAI-ORE Open Archives Initiative-Object Reuse andtltange
OAI-PMH Open Archives Initiative-Protocol fir Metath Harvesting
OGF Open Grid Forum

PDH Plesiochronous Digital Hierarchy

PoP Point of Presence

QoS Quality of Service

RFC Request For Comments

RMS Resource Management and Scheduling
SDH Synchronous Digital Hierarchy

SE Storage Element

SLA Service Level Agreement

SOAP Simple Object Access Protocol

TCP Transmission Control Protocol

UDP User Datagram Protocol

Ul User Interface

UTC Coordinated Universal Time

VCR Virtual Control Room
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VLAB Virtual Laboratory

VLAN Virtual LAN

VNC Virtual Network Computing

VO Virtual Organization

VOMS Virtual Organization Membership Service

WFM Work Flow Management

WMS Workload Manager Service

WSDL Web Services Description Language

WYSIWYG | What You See Is What You Get

XML eXtended Markup Language
D4-2_Final_new.doc PUBLIC

Page 114/ 116




RINGrid — D.4.2

References

D4-2_Final_new.doc PUBLIC Page 115/ 116



RINGrid — D.4.2

Contact Information

Pozna Supercomputing and Networking Center
ul. Noskowskiego 10
61-704 Pozna Poland

URL: http://www.man.poznan.pl
Tel. (+48 61) 858-20-00
Fax (+48 61) 852-59-54

Franco Davoli franco.davoli@cnit.it

Davide Adami davide.adami@cnit.it

Davide Dardari davide.dardari@cnit.it

Luca Caviglione luca.caviglione@ge.issia.cny.it
luca.caviglione@cnit.it

Fabio Marchesi fabio.marchesi@gmail.com

Jin Wu Jin.wu@surrey.ac.uk

D4-2_Final_new.doc PUBLIC Page 116 / 116



